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Hydroxyapatite and Biopolymer Composites with Promising Biomedical 
Applications

Juanita Daria Flores Valdez1 A B, Aidé Sáenz Galindo1 A, Claudia Magdalena López Badillo1 A, 
Adali Oliva Castañeda Facio1 A, Pablo Acuña Vazquez2 A
1Facultad de Ciencias Químicas, Universidad Autónoma de Coahuila
2Centro de Investigación en Química Aplicada

ABSTRACT 
The purpose of tissue engineering (regenerative medicine) is to develop materials that replace human tissue, having 
as main characteristics' biodegradability, biocompatibility, no toxicity, osteoconductivity, which lead to cell mat-
uration and proliferation. Due to the importance of the development of this type of materials, several researchers 
have used biopolymers and calcium phosphate salts (hydroxyapatite) as composites to be used in this area as drug 
releases, sca!olds, implants, among others. Di!erent biopolymers can be suitable for this type of application, in this 
work we have described the most widely used biopolymers for biomedical purposes, such as alginate, collagen, gel-
lan gum, chitosan, and polylactic acid, in addition to a detailed description of hydroxyapatite, biopolymers, as well 
as biopolymer/hydroxyapatite composites, to highlight their potential and the most relevant characteristics of these 
materials.
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INTRODUCTION
Currently, bone diseases are estimated to be one of 

the main causes of disability in humans. Osteoporosis, 
for example, causes approximately 9 million bone frac-
tures worldwide with a high risk of morbidity and mor-
tality of 12-20 % of sufferers [1]. A bone replacement 
must imitate the tissue by replicating its structural and 
functional requirements, in such a way that it gener-
ates an adequate response from the biological system 
to which it has been subjected [2]. To achieve this, the 
use of tissue engineering (TE) has been applied, which 
is a multidisciplinary science that uses the principles of 
engineering and life sciences to improve or develop 
biomaterials that generate a suitable microenviron-
ment through the combination of cell [3]. The objective 
of TE is to produce biomaterials that are biocompatible, 
biodegradable, bioactive, capable of promoting cell 
proliferation, non-toxic, and osteoconductive, in order 
to provide similar characteristics to the cellular config-
uration of human tissue [4] [5].

Hence, several researches have developed biomateri-
als capable of satisfying this type of needs through the 
use of composite materials based on ceramics and bio-
polymers, since they have been shown to have a great 
similarity with bone tissue, since it consists of an inor-
ganic phase (minerals such as calcium phosphate) and 
an organic phase (collagen and proteins) [6].

In this paper, given the importance of the develop-
ment of this type of biomaterials, an extensive litera-
ture review has been carried out about the most utilized 
biopolymers in composites with inorganic hydroxyapa-
tite phase, which have potential biomedical applica-
tions, describing the generalities of each of them, as 
well as recent research on this type of biomaterials.

MATERIALS AND METHODS
A bibliographic review was carried out to collect infor-

mation about hydroxyapatite, biopolymers, as well as 
biopolymer/hydroxyapatite composites using the key-

words hydroxyapatite, biopolymers, polymer matrix 
composites, tissue engineering, composite procurement, 
etc. Original papers and books were taken into account, 
both in English and Spanish, published in scientific jour-
nals indexed in Scopus, Science Direct, Google Scholar, 
and Web of Science. No limits on the year of publication 
were used, but the articles published in the last ten years 
were chosen for the description of how biopolymer/
hydroxyapatite composites are obtained, selecting a total 
of 132 references including both articles and books. 

RESULTS AND DISCUSSION

Hydroxyapatite
The skeleton of the average adult is composed of 40% 

bone structure with size and shape defined for specific 
functions, the most important of which are to facilitate 
movement, protect vital organs, store minerals, deposit 
bone marrow, and provide the support structure of the 
body [7] [8]. Human bone is a complex dynamic tissue of 
dense nature, its extracellular matrix is composed 
mainly of collagen fiber (organic phase 30%) and the 
mineral part of which the major component is calcium 
phosphates (inorganic phase 70%). The inorganic con-
tent of the bone matrix is hydroxyapatite (Ha), which 
in combination with other biomaterials has been 
demonstrated to provide biocompatibility, biodegrad-
ability, and osteoconductivity [4] [9].

Ha is closely related to basic calcium phosphate, 
which is the predominant inorganic material in the 
bones of all vertebrates, as well as in dental enamel. 
Has the chemical formula Ca10(PO4)6(OH)2, this phos-
phate crystallizes in a hexagonal form, see Figure 1, 
with a P63/m symmetry group, with lattice parameters 
a = b= 9.432 Å and c = 6. 88 Å, it is commonly obtained 
in aqueous conditions and often tends to have particle 
sizes around 5 to 1 nm, so they have a large surface 
area, which intensifies its chemical activity. The ionic 
character of the Ha makes it a hard ceramic, refractory, 
with a melting point above 1600 C [10] [11] [12].
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FIGURE 1. Chemical structure of the Ha.

FIGURE 2. General scheme of the 
methodology to obtain Ha.
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Ha's biomedical applications have been of great rele-
vance due to their high degree of biocompatibility and 
bioactivity. Has been employed in the manufacture of 
different scaffold systems, including porous struc-
tures and hydrogels, with potential applications for 
the regeneration of bone tissue [13], and several meth-
ods have been developed to obtain this material, the 
main ones being precipitation, sol-gel, mechanochem-
istry, and solid-state reaction.

Ha can be obtained from natural sources, the most 
well-known are eggshells, corals, and animal bones, 
through thermal treatments at high temperatures [14]. 
Figure 2 provides a general description of the method-
ologies used to obtain Ha.

Biopolymers
The prefix "bio" indicates that these polymers are 

obtained from living matter or natural sources such as 
animals, plants, and microorganisms. They possess 
diverse characteristics such as biodegradability, low 
toxicity, biocompatibility, etc., which make them good 
candidates for a wide range of applications ranging from 
food and textiles up to electronics and medicine [15].

However, the term "biopolymer" is not strictly defined 
in the literature. There is some ambiguity in the term’s 
biopolymers, biodegradable polymers, bio-based poly-
mers and bioplastics [16]. Biopolymers are those poly-
mers that are derived from natural resources and 
exhibit biodegradability, but do not include synthetic 
polymers that are biodegradable, they are also often 
referred to as natural polymers [17]. Biodegradable poly-
mers include polymers of both natural and synthetic 
origin and are also known as bioresorbable polymers 
[18]. Bio-based polymers are those that are obtained par-
tially or totally from renewable resources or waste and 
can be biodegradable or non-biodegradable [19]. And 
bioplastics can become biodegradable even if they are 
not necessarily derived from natural sources [20].

Biopolymers have been designed by nature itself with 
a single purpose, the sustenance of life. They can be 
grouped in different ways [21], as illustrated in Figure 3. 
Based on their nature, they are classified into three 
main categories: polysaccharides, proteins, and nucleic 
acids, where polysaccharides are macromolecular 
chains of low molecular weight that are linked by 
covalent sugar bonds, the best-known being glucose 
compounds or their derivatives such as starch and cel-
lulose, which make the structure of plants. The pro-
teins are the most important macromolecules present 
in animals, these are formed by the polymerization of 
amino acids, each type of protein has its own sequence 
of amino acids and structure which make its purpose 
determined, the most well-known proteins are hemo-
globin, collagen, albumin, lactin, among others. Nu- 
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cleic acids are linear polymers formed mainly of sugar 
molecules, phosphates, and bases, the most men-
tioned are RNA and DNA, which are found in living 
organisms for the purpose of storing and reading 
genetic information [22] [23] [24]. Depending based on their 
polymeric structure are polysaccharides, polyesters, 
polypeptides, polyamides, polyurethanes, and vinyl 
polymers [25].

FIGURE 3. General information about biopolymers.

Due to the characteristics of biopolymers, they have 
become a tendency for their use in diverse applica-
tions, among which the pharmaceutical and biomedi-
cal areas stand out [22]. For this reason, the design of 
new materials based on biopolymers or biomaterials 
that include a composite of a polymer and a material in 
order to be compatible with human tissue, is one of the 
most promising areas in reconstructive medicine and 
orthopedics. In the case of implants made from bio-
polymers, they are used as a temporary osteoconduc-
tive scaffold, to which new bone tissue, compatible 
with the biopolymer, will eventually be anchored and 
grow. One of the greatest advantages of biopolymers in 
this area is that the implants do not require additional 
surgical intervention to remove them from the organ-
ism. Although one limitation they may have is their 
low mechanical properties since their high Young's 
modulus does not allow them to maintain the mor-

phology of the polymeric implants under the load suf-
fered by the musculoskeletal system [26] [27] [28]. Bio-
polymers, therefore, tend to have a wide field of util-
ity, since they can be used for prostheses and implants, 
bone cements, and components of artificial organs [29].

Composites
Composites are materials consisting of two phases, 

illustrated in Figure 4, where the first is called the dis-
continuous or dispersed phase (reinforcement or filler) 
and the second is the continuous or "matrix" phase. The 
reinforcements or fillers can be fibers, particles, or 
sheets, whereas the matrix is the predominant phase [30]. 

Matrix

Reinforcement

Interphase

FIGURE 4. Phases of a composite.

Composite materials have originated since old times, 
human beings have used them for different purposes, 
such as hunting weapons [31], in the same way nature 
provides these materials, for example, wood is com-
posed of cellulose fibers in a lignin matrix, or the 
bones of mammals are constituted by collagen fibers 
in a calcium phosphate matrix [32].

These materials are developed to enhance their prop-
erties in relation to their pure components. The most 
desirable characteristics of these composites are their 
physicochemical properties, such as resistance to 
chemical attack, high mechanical properties, as well 
as favoring their use in everyday life. In the develop-
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ment of these composites, the aim has been to com-
bine the properties of two or more components in a 
single compound, as well as to generate energy sav-
ings both in their production and application [33]. Based 
on this range of qualities, composites are considered 
as a feasible replacement for conventional materials in 
several industries such as aerospace, automotive, 
medical, among others [34].

Biopolymers and calcium phosphate salts composites 
have been used for bone replacement, because bio-
polymers are a good substitute for synthetic polymers, 
in addition to the fact that their composition can imi-
tate the extracellular matrix due to the fact that they 
are bioabsorbable, biocompatible, and biodegradable. 
This type of materials with biomedical applications 
must have a great similarity with the structure and 
composition of the components present in the molec-
ular structure of living beings; in this sense, proteins 
and polysaccharides are widely used in TE and regen-
erative medicine [35]. Therefore, the following sections 
will describe biopolymer/hydroxyapatite composites 
with potential biomedical applications, focusing on 
the most widely used for this purpose. 

Alginate/Hydroxyapatite (Alg/Ha)
Alginic acid, also called alginate (Alg), occurs in 

nature mainly in brown algae (Phaeophyceae). Alg is 
an non-branched linear polysaccharide composed of 
the monomers β(1-4) D-mannuronic acid and α(1-4) 
L-guluronic acid, referred to as M- and G-block, respec-
tively [36], its chemical structure is shown in Figure 5. 
Alg has diverse properties such as biodegradability, 
biocompatibility, bioadhesiveness, low toxicity, hydro-
philicity, non-immunogenic effects, low cost, in addi-
tion to the fact that with the presence, even in low 
concentrations, of different cations (K+, Na+, Ca2+, 
Mg2+, Ba2+, and Sr2+) a stable hydrogel can be formed, 
due to the carboxylate groups of Alg [37]. In recent 
years, Alg has been reported to be utilized in medicine 
as a surgical and wound dressing [38], as a drug releas-

ing agent and as a scaffold for bone, cartilage and/or 
skin [39]. These characteristics have led to it being 
widely studied as it is considered suitable for use in TE 
due to its biocompatibility with living cells and its 
property for the formation of hydrogels [40].
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FIGURE 5. Chemical structure of sodium alginate.

With respect to Alg/Ha composites, these have been 
prepared by various processes and techniques, such as 
freeze-drying, electrospinning, extrusion, layer-by-
layer, uniaxial hot pressing, liquid-gas systems, 
impregnation, coprecipitation [41], but the method most 
commonly used to obtaining them is crosslinking, 
however, it generally leads to a lack of homogeneity 
causing a decrease in mechanical properties [42].

Different researchers have developed this type of 
composites, such as that carried out in 2021 by Ocando 
et al., who report obtaining an Alg/Ha composite in 
which Ha was doped with Mg, since it plays an import-
ant role in the proliferation of osteoblasts. In this work 
they obtained a biomaterial, by means of the cross-
linking method, highly porous, with a uniform mor-
phology, good biocompatibility and bioactivity [43].

This type of composite provides an improvement in 
different properties like mechanical strength, porosity, 
cell adhesion, biocompatibility, excellent osteogenic dif-
ferentiation and mineralization [44], good bone regenera-
tion, and can be used in the fixation of bone implants [45]. 
Table 1 shows the description of Alg/Ha systems where 
in some cases there are three-phase systems. 
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TABLE 1. Description and application of Alg/Ha systems.Tabla 1 
 

System Possible 
applications Properties/Results Ref. 

Alg/Ha-DS Drug release 

The in-situ production of Ha into the Alg polymeric matrix allowed for 
reduced swelling and dissolution rate. It was successfully applied to the 
release of the drug diclofenac sodium (DS) and a controlled release of up 
to 8 h was obtained. 

[97] 

Alg/Ha-CHX Drug release in 
dentistry 

The composite demonstrated good stability due to electrostatic 
interactions between chlorhexidine (CHX), Ha and Alg. In addition, a 
controlled release of CHX was achieved, obtaining the highest 
concentration at 72 h. 

[98] 

Alg/Ha Implant 

This composite developed was shown to have biological control within 
the subject under study, and the bone formed around the biomaterial had 
a lamellar structure, demonstrating that the biomaterial induces rapid 
bone production. 

[99] 

Alg/Ha Biomedical 
application 

The Alg/Ha composite tended to have better bioresorption at a higher 
weight percentage of Alg. An improvement in mechanical properties was 
also found compared to pure Ha and Alg. 

[100] 

Alg/Ha/MWCNT Tissue engineering 

The developed a composite with high porosity and showed improved 
compressive strength (72.02 ± 1.7 kPa). In addition, improved 
biocompatibility, differentiation and cell attachment were observed in the 
MG-63 cell line. 

[101] 

Alg/Ha Tissue engineering 

The obtained a composite that proved to have good biocompatibility and 
biodegradability. A histological study determined that the scaffolds 
developed can support both endochondral and intramembranous bone 
formation, and the defect was completely regenerated after 6 months. 

[102] 

Alg/Ha Coatings 

This composite showed improved mechanical properties and in 
microbiological studies they found that the composite significantly 
reduced the growth of the gram-positive bacterial L. monocytogenes 
compared to the pure Alg. 

[103] 

 
Tabla 2 

 
System Possible 

applications Properties/Results Ref. 

Col/Ha Tissue engineering    
The composite has a bone composition similar to human bone and was 
shown to have superior mechanical properties compared to pure Col, thus 
providing reinforcement at the interphase. 

[104] 

Col/Ha Tissue engineering    

The developed composite showed to be doubled in strength with respect 
to its mechanical properties, thanks to the strengthening of the chemical 
bonds that occur between the Col-Ha, in addition, the scaffold maintained 
fibrillar structures and appropriate porosity, which permits a good cell 
proliferation. 

[105] 

Col/Ha/Graphene Coatings  

A composite with a composition very similar to that of human bone was 
developed and successfully electrodeposited on the surface of a Ti16Nb 
alloy. This coating provided a hydrophilic surface suitable for fibroblast 
cell development and adhesion. 

[106] 

Col/Ha Bone defects  
The composite produced adequately retains some trace elements that help 
its biocompatibility, thanks to the Ha synthesized from bovine bones, so 
it has a good bioactivity and can be used as a bone repair material.   

[107] 

Col/Ha/CNT Bone replacement  
This composite increased the flexural strength and fracture toughness up 
to 3%, and also exhibited positive osteoblast cell growth, thus improving 
its biological properties. 

[108] 

Col/Ha Implant and bone 
regeneration 

The composite exhibited a cell viability of 108.9 %, inferring that Ha and 
Col are biocompatible and non-toxic, since a viability above 100 % 
indicates cell proliferation. 

[109] 

Col/Ha Tissue engineering   

In the development of this composite obtained a high porosity of between 
85-90 %, they also found an improvement in the compressive modulus 
obtaining a value over 1MPa, they also demonstrated that the 
architecture, permeability and composition of the scaffold favor 
infiltration and differentiation in vitro after subcutaneous implantation, 
proving that this type of scaffolds are osteoinductive.  

[110] 

Col/Ha Tissue engineering   

The composite shows good swelling properties, having that crosslinking 
and concentration of Col and Ha is important to modify the 
microstructure, mechanical properties and degradation rate of the 
composite. 

[111] 

 

Collagen/Hydroxyapatite (Col/Ha)
Collagen (Col), specifically type I, is the most abun-

dant protein in the human body and can be found in 
different mammalian tissues such as the cornea, carti-
lage, skin, bones, tendons, ligaments, and others. It 
provides mechanical strength and stimulates cell 
adhesion and proliferation [36]. Is arranged as a triple 
helical structure which is mostly stabilized by hydro-
gen bridges [46] as shown in Figure 6. Has several prop-
erties that make it unique such as biodegradability, 
non-immunogenicity, bioabsorbability, and biocom-
patibility [47] [48].

Col has been used in TE and regenerative medicine 
for many years due to its biocompatibility and low 
immunogenicity, however, by itself it is not naturally 
osteoconductive and tends to have low compressive 
strength [49]. Col/Ha composites have been successfully 

FIGURE 6. Chemical structure of collagen.

used in tissue procurement, since this combination 
provides good mechanical properties and osteocon-
ductivity, in addition to favoring cell adhesion, cell 
migration, vascularization and osteoblastic differenti-
ation [50]. In the same way, several researchers have 
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opted for Col as the polymeric matrix par excellence in 
this type of composites since it is naturally present in 
the composition of human bones [51].

Col/Ha composites have been commonly obtained by 
different methods [52] [53] [54]:

a) Mixing in collagen solution with Ha powder 
and subsequent lyophilization. 

b) Co-Precipitation of Ca and P precursors in 
collagen solution.

c) Crosslinking for hydrogel formation.
d) Mechanical mixing.
e) Electrochemical deposition.

Studies realized in 2018 by Kaczmarek et al., demon-
strated that this type of composites shows an incre-
ment in osteoconductivity, mechanical properties, 
and biocompatibility [55], in the same sense these 
authors also found with this composite a high cell pro-
liferation and a high mineralization potential [56] [57]. 

Similarly, these biomaterials have a great potential to 
be applied in regenerative medicine through implants 
and/or bone tissue regenerator [58]. In addition, it can 
be used as a controlled drug release system thanks to 
its absorbent properties [59]. For a clearer comprehen-
sion, Table 2 presents a brief overview of Col/Ha sys-
tems.

TABLE 2. Description of Col/Ha systems.

Tabla 1 
 

System Possible 
applications Properties/Results Ref. 

Alg/Ha-DS Drug release 

The in-situ production of Ha into the Alg polymeric matrix allowed for 
reduced swelling and dissolution rate. It was successfully applied to the 
release of the drug diclofenac sodium (DS) and a controlled release of up 
to 8 h was obtained. 

[97] 

Alg/Ha-CHX Drug release in 
dentistry 

The composite demonstrated good stability due to electrostatic 
interactions between chlorhexidine (CHX), Ha and Alg. In addition, a 
controlled release of CHX was achieved, obtaining the highest 
concentration at 72 h. 

[98] 

Alg/Ha Implant 

This composite developed was shown to have biological control within 
the subject under study, and the bone formed around the biomaterial had 
a lamellar structure, demonstrating that the biomaterial induces rapid 
bone production. 

[99] 

Alg/Ha Biomedical 
application 

The Alg/Ha composite tended to have better bioresorption at a higher 
weight percentage of Alg. An improvement in mechanical properties was 
also found compared to pure Ha and Alg. 

[100] 

Alg/Ha/MWCNT Tissue engineering 

The developed a composite with high porosity and showed improved 
compressive strength (72.02 ± 1.7 kPa). In addition, improved 
biocompatibility, differentiation and cell attachment were observed in the 
MG-63 cell line. 

[101] 

Alg/Ha Tissue engineering 

The obtained a composite that proved to have good biocompatibility and 
biodegradability. A histological study determined that the scaffolds 
developed can support both endochondral and intramembranous bone 
formation, and the defect was completely regenerated after 6 months. 

[102] 

Alg/Ha Coatings 

This composite showed improved mechanical properties and in 
microbiological studies they found that the composite significantly 
reduced the growth of the gram-positive bacterial L. monocytogenes 
compared to the pure Alg. 

[103] 

 
Tabla 2 

 
System Possible 

applications Properties/Results Ref. 

Col/Ha Tissue engineering    
The composite has a bone composition similar to human bone and was 
shown to have superior mechanical properties compared to pure Col, thus 
providing reinforcement at the interphase. 

[104] 

Col/Ha Tissue engineering    

The developed composite showed to be doubled in strength with respect 
to its mechanical properties, thanks to the strengthening of the chemical 
bonds that occur between the Col-Ha, in addition, the scaffold maintained 
fibrillar structures and appropriate porosity, which permits a good cell 
proliferation. 

[105] 

Col/Ha/Graphene Coatings  

A composite with a composition very similar to that of human bone was 
developed and successfully electrodeposited on the surface of a Ti16Nb 
alloy. This coating provided a hydrophilic surface suitable for fibroblast 
cell development and adhesion. 

[106] 

Col/Ha Bone defects  
The composite produced adequately retains some trace elements that help 
its biocompatibility, thanks to the Ha synthesized from bovine bones, so 
it has a good bioactivity and can be used as a bone repair material.   

[107] 

Col/Ha/CNT Bone replacement  
This composite increased the flexural strength and fracture toughness up 
to 3%, and also exhibited positive osteoblast cell growth, thus improving 
its biological properties. 

[108] 

Col/Ha Implant and bone 
regeneration 

The composite exhibited a cell viability of 108.9 %, inferring that Ha and 
Col are biocompatible and non-toxic, since a viability above 100 % 
indicates cell proliferation. 

[109] 

Col/Ha Tissue engineering   

In the development of this composite obtained a high porosity of between 
85-90 %, they also found an improvement in the compressive modulus 
obtaining a value over 1MPa, they also demonstrated that the 
architecture, permeability and composition of the scaffold favor 
infiltration and differentiation in vitro after subcutaneous implantation, 
proving that this type of scaffolds are osteoinductive.  

[110] 

Col/Ha Tissue engineering   

The composite shows good swelling properties, having that crosslinking 
and concentration of Col and Ha is important to modify the 
microstructure, mechanical properties and degradation rate of the 
composite. 

[111] 
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Gellan Gum/Hydroxyapatite (GG/Ha)
Natural gums can be obtained from different sources 

such as vegetable fibers (gum arabic, gum ghatti, gum 
tragacanth, etc.), seeds (guar gum, konjac gum, etc.), 
algae (agar-agar gum, alginates, etc.), or microorgan-
isms (gellan gum, xanthan gum, rhamsan gum, etc.) [60].

Microbial gums are of high molecular weight, approx-
imately 1,000,000 Da, and are composed of carbohy-
drates, proteins, lipids, and humic substances. Are 
produced by certain microorganisms from the aerobic 
fermentation of sugar [61], Gellan gum (GG) is an exo-
polysaccharide of anionic nature consisting of a repeat-
ing unit of a tetrasaccharide (D-glucose, 1-3, glucuronic 
acid, D-glucose and 1,4, L-rhamnose), see Figure 7.

FIGURE 7. Chemical structure of gellan gum.

O
O

O

O

O

O

COO-

OH O

O

OH

OH

OH

OH

O O

OH OH

O O

HO
OH

n

Similar to Alg, GG forms gels in presence of metal ions 
and can be easily processed [36], some of the main char-
acteristics of GG are its non-toxicity, biocompatibility, 
and biodegradability.

This polysaccharide is produced by the excretion of the 
bacteria Sphingonomas elodea and Sphingomonas pauci-
mobilis. In addition, is highly thermally stable and the gels 
obtained are mainly translucent [62] and have high poros-
ity, antibacterial nature, proliferation, and bone forma-
tion [63]. They are commonly prepared by lyophilization, 
rehydration, and co-precipitation for the formation of 
cellular adhesive sponge-type hydrogels [64]. Diverse stud-
ies have shown that the gelation temperature, strength, 
texture, clarity, and speed of gel formation depend 
directly on the pH value during the obtaining process [60].

Due to its characteristics, GG has been used in diverse 
applications in the food, cosmetic and pharmaceutical 
industries; in the last of these, its application in ophthal-
mology, drug release, cell immobilization, biosensor 
synthesis, among others, stands out [64]. In recent decades, 
GG has been studied for numerous applications in cellu-
lar tissue, including brain TE, dentistry, cartilage, and 
intervertebral disc [65]. Shin et al. employed the photore-
ticulation reaction in order to obtain rigid microgels of 
GG. The product obtained was immersed in a modified 
gelatin solution, which was photoreticulated, and the 
final material showed increased mechanical strength [66]. 

On the other hand, several studies report that it is pos-
sible to increase the mechanical strength of GG by add-
ing calcium phosphate salts, such as Ha. These inor-
ganic particles can be easily incorporated into hydrogels 
by mechanical mixing [67]. Previous studies have shown 
that mineralization of GG hydrogels could enhance 
mechanical properties, as well as promote cell adhesion 
and growth, and osteogenic differentiation [68]. 

Recent research by Pereira et al. at 2018 successfully 
reported the obtaining of a GG/Ha composite by incor-
porating different concentrations of Ha (5, 10, 15, and 
20 %) using the crosslinking method, obtaining a mate-
rial with improved mechanical properties, high stabil-
ity in degradation and promoting high cell proliferation, 
null toxicity, and excellent biocompatibility [69]. The 
Table 3 shows the description of GG/Ha composites.

Chitosan/Hydroxyapatite (Ch/Ha)
Chitin is the second most abundant organic compound 

on planet earth, it is a biopolymer found in various living 
organisms, such as the animal, plant, and fungi king-
doms. It is found in the exoskeleton of crustaceans, the 
cuticle of insects, and cell walls of fungi, for example, in 
shrimp, lobsters, crabs, squid, mollusks, scorpions, ants, 
beetles, cockroaches, bees, spiders, Agaricus bisporus, 
Aspergillus niger, Auricularia auriculajudae, and others. 
Chitin is an effective material for suturing, wound heal-
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Tabla � 
 

System Possible 
applications Properties/Results Ref. 

GG/Ha Bone repairment The addition of Ha in the polymeric matrix of GG is reported to favor 
mechanical strength. [112] 

GG/Ha Bone regeneration  This composite was made in 3D which allowed a maturation of the bone 
cells because it assimilates the structure of human bone. [113] 

GG/Ha Bone 
reconstruction  

The obtained composites showed high mechanical strength, good porosity 
with the capacity to absorb nutrients necessary for proper cell growth, as 
well as slow degradation, which provides the necessary time to induce 
osteoconduction and the generation of new bone. 

[114] 

GG/Ha Bone replacements  

The addition of Ha in the GG polymer matrix provides good cell adhesion 
on the surface of the material. in addition, it was observed that increasing 
the percentage of Ha significantly increased the proliferation of MC3T3-
�1 cells. 

[115] 

GG/Ha Bone grafting 

The developed material improved its mechanical properties with respect 
to pure GG, in addition to showing a clear organization of the 
cytoskeleton and cell motility from day 7. Hence, this composite favors 
cell adhesion and propagation. 

[116] 

GG/Ha-Ce Bone grafting  

A composite of GG/Ha developed with the addition of doped cerium (Ce) 
to the hydroxyapatite. This material demonstrated high porosity, 
increased mechanical properties, and demonstrated that it is non-toxic and 
biocompatible. 

[117] 

 
Tabla 	 

 
System Possible 

applications Properties/Results Ref. 

Ch/Ha/Magnetite Superficial wounds  

The Ch/Ha composite increases the bending modulus up to 2.6 GPa, with 
the addition of magnetite, however, it showed a lower bending strength. 
In contrast, magnetic nanoparticles had no negative effect on the 
cytocompatibility of the material.   

[118] 

Ch/Ha Coatings The composites developed showed good swelling and crosslinking 
properties, and the �929 and Saos-2 cell lines showed cell proliferation. [119] 

Ch/Ha-D!X  Drug release  
This study incorporated an anticancer drug (doxorubicin, D!X) into Ha 
nanoparticles modifying this with Ch. The modified Ha did not show 
cytotoxicity in the MG-63 cell line. 

[120] 

Cu-Ch/Ha-Sr Tissue engineering  
The composite showed an improvement in the mechanical properties of 
Ch, as well as excellent cell infiltration, cell migration and 
neovascularization due to the high porosity, making them cytocompatible. 

[121] 

MWCNT-Ch/Ha Bone replacements 
The nanocomposite exhibited excellent mechanical properties, good 
biocompatibility and bioactivity, hence fulfilling the required properties 
of the extracellular matrix of bone. 

[122] 

Ch/Ha Bone replacements 
and coatings  

The composite had a tensile strength of 30-70 MPa, showed to be 
cytocompatible in the �929 cell line after 24 h of incubation.   [123] 

Ch/HaNPsAg Drug release and 
implant 

This type of scaffolds exhibited an improvement in mechanical 
resistance, as well as improved cell penetration, adhesion and 
propagation. The presence of silver nanoparticles (NPsAg) provides 
antibacterial activity, thus reducing the risk of infections. 

[124] 

Ch/Ha Tissue engineering  

The composite showed a high similarity compared to natural bone. Also 
observed that increasing the concentration of Ha resulted in a higher 
adhesion of osteoblasts. In addition, this material showed a high degree of 
proliferation in the MC3T3-�1 cell line. Compared to the pure Ch 
scaffold, the compressive strength increased by 33.07 %.   

[125] 

 
 
 
 
 
 
 
 
 

TABLE 3. Description of GG/Ha systems. 

ing and drug release thanks to its biocompatibility, 
non-toxicity, immunogenicity, biodegradability and anti-
microbial activity [70]. Although the most important aspect 
of chitin is its main derivative, chitosan (Ch), which is 
obtained by deacetylation of chitin. Chemically, Ch has a 
similar structure to cellulose and chitin, as shown in 
Figure 8, its differentiator is the functional group at the 
C-2 position. While cellulose has a hydroxyl group (-OH) 
and chitin has an N-acetylamine group (-NHCOOH3), Ch 
has an amino group (-NH2). Ch is a linear polysaccharide 
consisting of an acetylated unit (N-acetyl-2-amino-2-
deoxy-d-glucopyranose) and a deacetylated unit (2-ami-
no-2-deoxy-glucopyranose), where the repetitive units 
are linked by β(1-4) glycosidic bonds [71]. The degree of 
deacetylation and molecular weight are of major influ-
ence on the physicochemical properties of Ch, where the 
degree of deacetylation represents the ratio of glucos-
amine to N-acetyl-glusoamine [72].

Non-toxicity, biodegradability, biocompatibility, anti-
microbial activity, anticancer activity, antiinflamma-
tory, hydrophilicity, crystallinity, immunogenicity, cell 

adhesion, cell proliferation and differentiation, and 
osteoconductivity [73] [74] [75] are some of the properties of 
Ch which make it unique. For this reason, it has been 

FIGURE 8. Chemical structure of cellulose 
(a), chitin (b) and chitosan (c).
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used in countless applications in the food industry, agri-
culture, pharmacy, medicine, dentistry, ophthalmol-
ogy, cosmetics, the textile industry, veterinary medi-
cine, wastewater treatment, and has also been used in 
the formulation of fire-retardant foams, among others 
[71] [76] [77]. Ch has been shown to be suitable for use in IT 
as a bone tissue graft, in the manufacture of porous 
scaffolds, films for superficial wounds, drug release, 
and in formulations for the production of hydrogels [78].

However, Ch presents as a disadvantage its poor 
mechanical properties [79], so to improve this, several 
investigations report the development of composites 
based on Ch/Ha because both biomaterials present 
excellent biocompatibility with human cellular tissue 
[80], it is reported that this composite presents improve-
ments in its mechanical properties, due to the binding of 
the amino and hydroxyl groups of Ch to the calcium ions 
present in Ha [81] [82]. The Ch/Ha composite can be pro-
duced mainly by freeze-drying; this technique is one of 
the most widely used to obtain scaffolds, and other 
techniques can also be used, such as NSN textile meth-
odology for the production of fibrous structures and the 
use of enzymes. This composite can be used as a bioac-
tive interface between the metallic implant and the 
human bone [75]. In 2017 Okada et al., used the coagula-
tion method to obtain a Ch/Ha composite fiber, where 
they reported that this material improves the mechani-
cal properties [83]. Also, Balagangadharan et al., reported 
in 2018 the development of a Ch/Ha composite to which 
they added ZrO2 nanoparticles obtaining scaffolds, 
which presented an osteoconductive improvement and 
osteoblast differentiation, resulting in a beneficial com-
posite for bone tissue regeneration [84]. Descriptions of 
some of the Ch/Ha systems are presented in Table 4.

Polylactic Acid-Hydroxyapatite (PLLA/Ha)
Polylactic acid (PLLA), its chemical structure can be 

seen in Figure 9, is a linear aliphatic thermoplastic 
polyester derived 100% from renewable resources 
with wide availability of raw materials (sugar, corn, 

potatoes, sugarcane, sugar beet, among many others) 
[85]. This material is simple to process, using any tech-
nique, such as extrusion, injection and compression 
molding, thermoforming and foaming, as well as blow 
molding, electrospinning, spinning, and stretching of 
molten polymer, among others. Extrusion is com-
monly used for PLA processing because it can be 
adapted for various applications [86], The industry most 
known is packaging; in fact, it is approved by the 
United States Food and Drug Administration (FDA) [87], 
for its excellent properties of transparency, low toxic-
ity, versatility, osteoconductivity, biodegradability, 
biocompatibility, bioresorbability [88], properties influ-
enced by its molecular weight and stereochemistry [89].

 PLLA exists in two stereoisomeric forms D-PLLA 
(DPLLA) and L-PLLA (PLLA), and a mixture of D- and 
L-lactic acid also exists as D,L-PLLA (PDLLA). Polymers 
derived from the optically active D- and L-monomers 
are semi-crystalline and those derived from the opti-
cally inactive D,L-PLLA are amorphous. Generally, 
L-PLLA is preferred for applications where high 
mechanical strength and toughness are required, for 
example, orthopedic devices and sutures. On the 
other hand, due to the amorphous nature of D,L-PLLA 
is considered for drug release applications, since for 
this purpose it is very important to have a homoge-
neous dispersion of the active species within a matrix. 
It has been reported that PLLA degradation is signifi-
cantly affected with increasing crystallinity, so the 
mixture of PLLA and PDLLA is effective in adjusting 
the crystallization and morphology of the polymer, 
and thus its mechanical properties [90]. In recent years, 
it has been successfully used as a surgical implant 
material, drug release, and in the fabrication of 3D 
printed scaffolds [91].
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FIGURE 9. Chemical structure of polylactic acid.



REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA | VOL. 43 | NO. 2 | MAY - AUGUST 202216

Tabla � 
 

System Possible 
applications Properties/Results Ref. 

GG/Ha Bone repairment The addition of Ha in the polymeric matrix of GG is reported to favor 
mechanical strength. [112] 

GG/Ha Bone regeneration  This composite was made in 3D which allowed a maturation of the bone 
cells because it assimilates the structure of human bone. [113] 

GG/Ha Bone 
reconstruction  

The obtained composites showed high mechanical strength, good porosity 
with the capacity to absorb nutrients necessary for proper cell growth, as 
well as slow degradation, which provides the necessary time to induce 
osteoconduction and the generation of new bone. 

[114] 

GG/Ha Bone replacements  

The addition of Ha in the GG polymer matrix provides good cell adhesion 
on the surface of the material. in addition, it was observed that increasing 
the percentage of Ha significantly increased the proliferation of MC3T3-
�1 cells. 

[115] 

GG/Ha Bone grafting 

The developed material improved its mechanical properties with respect 
to pure GG, in addition to showing a clear organization of the 
cytoskeleton and cell motility from day 7. Hence, this composite favors 
cell adhesion and propagation. 

[116] 

GG/Ha-Ce Bone grafting  

A composite of GG/Ha developed with the addition of doped cerium (Ce) 
to the hydroxyapatite. This material demonstrated high porosity, 
increased mechanical properties, and demonstrated that it is non-toxic and 
biocompatible. 

[117] 

 
Tabla 	 

 
System Possible 

applications Properties/Results Ref. 

Ch/Ha/Magnetite Superficial wounds  

The Ch/Ha composite increases the bending modulus up to 2.6 GPa, with 
the addition of magnetite, however, it showed a lower bending strength. 
In contrast, magnetic nanoparticles had no negative effect on the 
cytocompatibility of the material.   

[118] 

Ch/Ha Coatings The composites developed showed good swelling and crosslinking 
properties, and the �929 and Saos-2 cell lines showed cell proliferation. [119] 

Ch/Ha-D!X  Drug release  
This study incorporated an anticancer drug (doxorubicin, D!X) into Ha 
nanoparticles modifying this with Ch. The modified Ha did not show 
cytotoxicity in the MG-63 cell line. 

[120] 

Cu-Ch/Ha-Sr Tissue engineering  
The composite showed an improvement in the mechanical properties of 
Ch, as well as excellent cell infiltration, cell migration and 
neovascularization due to the high porosity, making them cytocompatible. 

[121] 

MWCNT-Ch/Ha Bone replacements 
The nanocomposite exhibited excellent mechanical properties, good 
biocompatibility and bioactivity, hence fulfilling the required properties 
of the extracellular matrix of bone. 

[122] 

Ch/Ha Bone replacements 
and coatings  

The composite had a tensile strength of 30-70 MPa, showed to be 
cytocompatible in the �929 cell line after 24 h of incubation.   [123] 

Ch/HaNPsAg Drug release and 
implant 

This type of scaffolds exhibited an improvement in mechanical 
resistance, as well as improved cell penetration, adhesion and 
propagation. The presence of silver nanoparticles (NPsAg) provides 
antibacterial activity, thus reducing the risk of infections. 

[124] 

Ch/Ha Tissue engineering  

The composite showed a high similarity compared to natural bone. Also 
observed that increasing the concentration of Ha resulted in a higher 
adhesion of osteoblasts. In addition, this material showed a high degree of 
proliferation in the MC3T3-�1 cell line. Compared to the pure Ch 
scaffold, the compressive strength increased by 33.07 %.   

[125] 

 
 
 
 
 
 
 
 
 

TABLE 4. Description of Ch/Ha systems. 

A disadvantage that PLLA may present is the absence 
of the property that facilitates cell binding on its sur-
face and its proliferation, due to a scarcity of cell bind-
ing capacity [92]. This deficiency in cohesion could be 
improved by employing the addition of Ha as a strategy 
since calcium phosphates promote cell proliferation on 
the scaffold surface. It has also been shown that PLA/
Ha composites tend to enhance their overall properties 
such as biocompatibility, resorbability, osteoconduc-
tivity, cell proliferation, and mechanical strength [93].

The dispersion of Ha on PLA is considered one of the 
critical factors that determine the properties of the com-
posite, for which different methods and techniques are 
used to obtain it, highlighting melt mixing, electrospin-
ning, processing by compression, emulsion and solvent 
casting, the latter being the most used [94]. On the other 
hand, Zhang et al., reported in 2015 the obtaining of a 

PLA/Ha composite by the electrospinning method, 
which led to an easily obtained material with great 
potential in terms of its biomedical applications such as 
rapid mineralization and high biocompatibility [95]. Also, 
at 2019 de Moura et al., obtained a PLA/Ha material with 
improved mechanical resistance and bioactivity, 
reported that the addition of Ha increases the protein 
adsorption capacity, suppresses cell death by apoptosis, 
and creates a favorable microenvironment for cell pro-
liferation [96]. The table 5 present a description of the 
PLLA/Ha systems and their potential application. 

CONCLUSIONS
Biopolymers are materials used in a diversity of applica-

tions due to their excellent qualities such as biodegrad-
ability, biocompatibility, and non-toxicity, therefore sev-
eral researchers have studied them for their application in 
tissue engineering, however, these materials have poor 
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TABLE 5. Description of PLLA/Ha systems.Tabla 
 
 

System Possible 
applications Properties/Results Ref. 

P��A/Ha Bone replacements 

The composite had an increase in 'oung�s modulus incorporating a low 
quantity of Ha in the polymeric matrix. It was also demonstrated that the 
material is not cytotoxic in the MC3T3-�1 cell line, in besides having a 
good osteoblastic maturation.   

[126] 

P��A/Ha Bone tissue 
engineering 

The developed composite has a hydrophilic part of the Ha, which 
contributes to cell growth and bone repair, as well as a hydrophobic part 
of the P��A, which acts as a barrier between tissues. As a result, this 
material has a high cytocompatibility. 

[127] 

P��A/Ha-
NPsAg Coatings 

The antimicrobial activity of the composite exhibited better inhibition 
efficacy on �. co
i bacteria. In the hemocompatibility assay showed 2 % 
hemolytic activity, so it is considered compatible with human blood. 

[128] 

P��A/Ha Coatings  
The composite shown that the mechanical properties and thermal 
behavior increased with the addition of Ha to the P��A matrix. In 
addition, the material exhibited good biocompatibility. 

[129] 

P��A/Ha Scaffold  
The composite demonstrated mechanical properties comparable to those 
of normal bone. �urthermore, it exhibited excellent 3D printability at 
90�10 ratio of P��A/Ha respectively. 

[130] 

P��A/Ha Scaffold  The composite demonstrated good adhesion and cellular proliferation in 
the material, with adequate osteoconductivity. [131] 

P��A/Ha Scaffold  
The composite showed good adhesion and cell proliferation on the 
surface, adequate porosity, as well as an increase in mechanical properties 
with respect to pure P��A. 

[132] 

 

mechanical properties. In response to this mechanical 
deficiency, composites based on biopolymers/calcium 
phosphate salts (hydroxyapatite) have been used, since it 
has been shown that these types of materials show 
improvements in their mechanical properties and bio-
compatibility. For this reason, these composites are a 
viable option for the development of biomaterials that 
can be used in different applications in tissue engineer-
ing, such as drug delivery, tissue implants, scaffolds, etc.
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ABSTRACT 
The accelerated aging process is incorporated into the design and development of intravascular catheters to assess 
their reliability assuring that this medical device is safe and e!ective for the intended use during their shelf life. The 
accelerated aging process is based on a common approach that assumes that the rate of aging increases by a factor of 
2^(∆T/10), where ∆T is the temperature increment. However, with the life data obtained from this empirical method 
is di"cult to do inferences about reliability. This paper presents an accelerated destructive degradation test using 
thermal stress to obtain degradation data directly relates reliability to critical performance characteristic, which is 
the tensile strength in the intravascular catheter tip considered as a critical concern in patients’ safety. The degrada-
tion data model is given by a stochastic Wiener process with the drift parameter being represented as Arrhenius func-
tion. The parameters of the Wiener process and Arrhenius function are estimated using maximum likelihood; these 
parameters are used to estimate the #rst-passage time (time to failure) distribution when the intravascular catheters 
degradation path reaches a tensile strength critical value in each thermal stress level. Based on this, a complete prod-
uct reliability assessment is performed and presented.
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RESUMEN 
El proceso de envejecimiento acelerado es incorporado en el diseño y desarrollo de catéteres intravasculares para 
evaluar su con#abilidad y asegurar que el dispositivo medico es seguro y efectivo para su uso durante su vida de es-
tante. Este proceso está basado en un enfoque que asume que la tasa de envejecimiento se incrementa por un factor 
de 2^(∆T/10), en donde ∆T es el incremento de temperatura. Sin embargo, con los datos de vida obtenidos de este 
método empírico resulta complicado realizar inferencias sobre la con#abilidad del dispositivo. Este articulo presenta 
una prueba de degradación acelerada destructiva que considera un estrés termal para obtener datos de degradación 
que se relaciona directamente la con#abilidad con la resistencia tensil de la punta de un catéter intravascular y que 
es considerada como una característica critica para la seguridad de los pacientes. El modelo de degradación esta dado 
por un proceso estocástico Wiener, con el parámetro de deriva representado la relación de Arrhenius. Los parámetros 
del proceso Wiener y la relación de Arrhenius son estimados mediante máxima verosimilitud; estos parámetros son 
usados para estimar la distribución de primer paso, la cual se caracteriza cuando la resistencia de un catéter alcanza 
el nivel crítico de resistencia en cada nivel de estrés. Considerando esto, se lleva a cabo y se presenta una evaluación 
de con#abilidad completa del producto.

PALABRAS CLAVE: Envejecimiento acelerado, degradación, Tiempo de primer paso, Catéter intravascular, Proceso Wiener
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INTRODUCTION
Elevated temperature is frequently used as a factor to 

stimulate the aging process, also known as “acceler-
ated aging”. This process is applied to different poly-
mers that are used in the fabrication of medical devices 
and other materials applications from nuclear, space, 
and geomembrane industries [1] [2].

The objective of the accelerated aging process in the 
medical device industry is reducing the amount of 
time required for performance qualification of medi-
cal devices including their shelf life. The concept of 
shelf life must be incorporated into the product reli-
ability during the process of medical device develop-
ment for commercial distribution [1] [3].

The introduction of medical devices in the market 
requires to assure that they can be stored for an 
extended period in accordance with their labeling, 
without any decrease in the performance that may 
affect safety and efficacy when the device is used [3] [4]. 
The accelerated aging process provides experimental 
data in support of the performance and shelf life until 
real-time aged samples become available [4].

The accelerated aging techniques used in the medical 
device industry are well documented by Standards 
Development Organizations (SDO), such as 
Advancement of Medical Instrumentation (AAMI) in 
the Technical Information Report TIR17, entitled 
“Radiation Steri-lization Material Qualification”, and 
American Society for Testing and Materials (ASTM) in 
their standard F1980-7. Both SDO provide a method 
based on van’t Hoff’s observation and Arrhenius reac-
tion rate function. This function, known as accelerated 
aging factor (AAF), states that a 10°C increase or 
decrease in temperature, the rate of chemical reac-
tions increases by a factor of two. It can be expressed 
as in Equation (1).

Where, ∆T= T-Tref. Tref is a reference temperature that 
determines the effect of aging, and T is an accelerated 
temperature used to stimulate the effect of aging. This 
is also known as the Q10= 2 rule [1] [5]. This mathemati-
cal expression is a predictive equation from empirical 
observation that is considered into the approaches to 
accelerated aging methods. There are many approaches 
to accelerated aging that have been documented and 
summarized in the literature, from simple holding the 
materials at conditions as close as possible to the use 
conditions to minimize the aging factor, up to com-
plex chemical and analytical methods [2]. Different 
studies of elastomer aging and their application to 
biomaterials have been reviewed by Hukins et al. [1]. 
Additionally, accelerated aging testing using the 
Arrhenius model with elevated temperatures has been 
studied to determine the failure modes of LEDs for 
medical applications [6]. 

Even though it has been demonstrated that the 
empirical method of Q10= 2 rule outlined in AMMI 
TIR17 and ASTM F1980-7 is reasonable and responsi-
ble, it is only valid for T ≤ 60 °C [1] [2]. In this condition 
it is difficult to obtain life data and have inferences 
about medical device reliability; therefore, critical 
concern in patients’ safety is not considered. Reliability 
analysis using accelerated degradation tests (ADTs) 
can often acquire a better accuracy of life estimation 
in comparison to accelerated life tests (ALTs) e.g., 
accelerated aging. Since, using accelerated degrada-
tion data directly relates reliability to a physical char-
acteristic also known as critical performance charac-
teristic [7] [8]. Furthermore, an accelerated degrada-
tion-based model characterizes the degradation pro-
cess as a function of time. A typical degradation 
model is given by a stochastic process [9]. Degradation 
models based on stochastic processes have been par-
ticularly studied in the last years [10]. The different 
stochastic processes including the Wiener Process are 
described by Lim and Yum [9], Rodriguez-Picón et al. 
[10] and Rodríguez-Picón et al. [11].(1)𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑄𝑄!"∆$/!" 
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The Wiener process is a non-monotone stochastic 
process, which suggests that negative increments may 
be present in the process. This process has been 
widely used in the reliability analysis of different 
applications [12]. For example, Pan et al. [7] validated a 
life estimation method using degradation dataset of 
the LED and the Wiener degradation process. Li et al. 
[13] used a Wiener process model to predict the remain-
ing useful life (RUL) in two study cases, the first in 
gyroscopes used as critical component of the inertial 
navigation system (INS) and the second in the lithi-
um-ion batteries, which are used as the energy solu-
tions in many fields. Lyu et al. [14] applied the Wiener 
process to model the degradation-based in burn-in 
method to maximizing the mean lifetime to failure 
(MTTF) of a certain product.

On the other hand, in certain applications of ADTs, 
the measurements of the degradation level in the crit-
ical performance characteristic are destructive, so that 
only one measurement can be obtained from each test 
unit; this approach is based on accelerated destructive 
degradation tests (ADDT) [15] and some examples of the 
ADDTs applications have described below. Escobar et 
al. [15] applied an ADDT for assessing reliability using 
the strength of an adhesive bond. The considered test 
was destructive because the strength can only be mea-
sured once for each unit. Chih-Chun Tsai et al. [16] used 
an ADDT to assess the long-term reliability of a poly-
mer material that was subjected to an alkaline envi-
ronment at high temperatures; the critical perfor-
mance characteristic was the tensile strength so that 
was destructive. Some studies have been conducted 
on ADDT planning; as described in [17] [18].

Driven by the above-mentioned works, the objective 
of this paper is to develop a ADDT model based on the 
Wiener process as an alternative approach to the accel-
erated aging method outlined in AAMI TIR17 and 
ASTM F 1980-7 that are used in the design and devel-
opment of medical devices specifically intravascular 

catheters to provide evidence for claimed shelf life as 
part of the product reliability. An intravascular cathe-
ter is a medical device that is described in Food and 
Drug Administration (FDA) regulation, 21 Code of 
Federal Regulations (CFR) part 880.5200 as a slender 
tube that is inserted into the patient’s vascular system 
for short term use to sample blood, monitor blood 
pressure, or administer fluids intravenously [19]. For 
the ADDT performed in this paper, the critical perfor-
mance characteristic selected is the tensile strength in 
the catheter tip (tip pull test). This test assesses the 
bond strength of polymeric thermal fusion between 
the distal tip and the catheter shaft to demonstrate 
that bond can withstand tensile forces greater than 
those that may be experienced during clinical use. The 
tensile force that separates the distal tip from the cath-
eter shaft is a critical concern patients’ safety because 
a failure of bonds in the distal tip could lead to vessel 
damage, embolic risk (obstruction of blood flow) due 
to the device remnants within the vasculature, and 
their death, which may also potentially occur [20] [21] [22]. 
There are numerous adverse events and recalls 
reported on the medical device databases from FDA 
related with the distal tip separation. This information 
can be found in [23] [24].

The contents of this paper are organized as follows: 
Section 2 describes the devices under test (DUT), and 
the ADDT design whit the stress condition that is 
applied to the DUT over time. Section 3 explains the 
theory and modeling principle of the degradation 
model in terms of stress level, and the parameter esti-
mation method. The theory of times to failure and the 
accelerated factor calculation are explained as well. 
Section 4 provides the results of the degradation 
model, and their estimated parameters which are 
obtained from the ADDT described in section 2. The 
degradation model parameters are used to calculate 
the estimated time to failure in the DUT, and an esti-
mated acceleration factor. We concluded this paper in 
Section 5.
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MATERIALS AND METHODS
In this section, a description of the DUT is presented. 

A description of the experimental conditions and 
obtained results is also presented.

Test Samples
The DUT are intravascular catheters over the wire 
(OTW) single-lumen with atraumatic distal tip 
designed for use in the peripheral vascular system. 
The Intravascular catheter consists of a lubricious 
inner liner, a stainless-steel braid over the liner, and a 
shaft (outer layer) that involve different polymers. 
The shaft is bon-ded with a polymeric distal tip 
trough out a thermal fusion method. Additionally, a 
radiopaque marker band is positioned on the distal 

FIGURE 1. Illustration of the DUT.

tip, and a hub is attached to the proximal end of the 
intravascular catheter. The distal tip is made from a 
polymer with low stiffness in comparison to the cath-
eter shaft polymers. For the distal tip, low stiffness is 
required to passage through curved pathways in the 
vasculature in an easy and non-traumatic manner 
while the catheter shaft requires greater stiffness to 
achieve precise transmission of the movement carry 
on by the physician’s hand up to the tip of the device. 
This mechanical property is required to successfully 
navigate the vascular system [25]. The DUT have an 
outer diameter of 6 French size or 1.92 mm, an inner 
diameter of 1.58 mm, and they are available in a vari-
ety of lengths. An illustration of the DUT is presented 
in Figure 1.

 Experimental Setup and Test Conditions 
The DUT claim a shelf life of two years when they are 

stored in temperature-room conditions (from 20 °C up 
to 25 °C). Thus, the ADDT was based on thermal stress 
to obtain the tensile strength degradation data. The 
thermal stress was conducted in calibrated ovens with 
a constant aging temperature of 50 °C, 60 °C, 70 °C and 
80 °C. The temperatures were defined with incre-
ments of 10 °C to adhere to SDOs, such as the test 
schemes defined in ASTM F 1980-7 and AAMI TIR17. 
The first accelerated temperature was defined as 50 °C 
to increase the aging rate, which would be less if the 

initial temperature was set at a lower value. 
Furthermore, maximum test temperature is suggested 
to be 60 °C [2] if the aging test is based on the van’t 
Hoff’s observation, as non-linear effects may be 
expected in the polymeric systems. Based on this, it is 
considered to extend the temperature beyond 60 °C to 
two more increments as 70 °C and 80 °C, in the aims of 
explore this non-linearity of the temperature effect. It 
should be noted that test temperatures below 60 °C are 
recommended given that the van’t Hoff’s observation 
gives an empirical estimation that tends to be linear 
across the temperature ratios in (1).
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 There were six tensile strength measurements 
obtained from the DUTs from 15 days up to 75 days (15, 
30, …, 75) at the four different levels of temperature. In 
addition, the experiment included 6 units that were 
not subjected to the thermal stress at the beginning of 
the experiment. In total, 144 units were subjected to 
the thermal stress conditions and tested according to 
the time schedule. Figure 2 represents a schematic of 
the experimental set-up.

FIGURE 2. Accelerated Degradation Destructive Test 
Experimental Set-up. Five groups of six catheters each 

(1) per temperature were placed in the oven (2). Every 15 
days, a group was withdrawn (3 and 4) and tested.

The tensile strength testing was performed according 
to the methodology described on Annex B of the ISO 
10555-1:2013. This standard specifies the general 
requirements for intravascular catheters. Annex B 
describes the method for determining peak tensile 
force. Table 1 was used to select the test conditions; for 
a gauge length of the test piece of 10 mm, a test speed 
of 200 mm/min is obligatory. Using a calibrated 
Chatillon force measurement system, the tensile force 
was applied to the catheter shaft and distal tip bond 
until the test piece separates into two or more pieces. 
The peak tensile force in N reached by the tensile test-
ing of the DUT was recorded. Prior to performing the 
tensile strength test, the DUT were conditioned in an 
aqueous medium at 37 °C ± 2 °C for a period of 2 hours, 
which represents the expected clinical conditions for 

the devices. Immediately after conditioning the ten-
sile strength test were performed [26]. Figure 3 rep-
resents the test conditions. 

TABLE 1. Accelerated degradation test plan.Tabla 1 
 

Temperature 
(°C) 

Days  

0 15 30 45 60 75 

-- 24 0 0 0 0 0 24 

50 0 6 6 6 6 6 30 

60 0 6 6 6 6 6 30 

70 0 6 6 6 6 6 30 

80 0 6 6 6 6 6 30 

Totals 24 24 24 24 24 24 144 

 
Tabla 2 

 
Parameter Estimate 

𝛼𝛼 4.3544 

𝛽𝛽! -1.4980 

𝛽𝛽" 349.3925 

 
Table 3 

 
Temperature 

(°C) 𝝁𝝁$𝒌𝒌 𝝀𝝀& 

50 103.79 

146.69 
60 100.48 

70 97.45 

80 94.68 

 
Temperature (°C) 𝝁𝝁$𝒌𝒌 𝝀𝝀& 

50 103.79 

146.69 
60 100.48 

70 97.45 

80 94.68 

 
Table 4 

 
Temperature 

(°C) 
𝑳𝑳𝒌𝒌 

50 1.10 

60 1.14 

70 1.17 

80 1.21 

 
Temperature (°C) 𝑳𝑳𝒌𝒌 

50 1.10 

60 1.14 

70 1.17 

80 1.21 

 
 

FIGURE 3. Accelerated Degradation Destructive Test 
Conditions. A group of catheters (1) is taken and 

conditioning in an aqueous medium at 37 °C ± 2 °C for a 
period of 2 hours (2) to reflect the expected clinical 

conditions. A gauge length in the Chatillon and test piece is 
measurement at 10 mm (3 and 4). The test piece is placed 

between the Chatillon’s clamps and a test speed of 200 
mm/min is programed. The upper clamp is raising (5) until 

the test piece separates into two or more pieces (6).
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Test Results 
The degradation data obtained from the tensile 

strength tests are shown from Fig. 3 to Fig.6 for the 
thermal stress levels of 50 °C, 60 °C, 70 °C, and 80 °C 
respectively. From these figures, it can be observed that 
the tensile strength increases and decreases over time. 
For this reason, we adopt a Wiener process to character-

ize the degradation evolution of the DUT. Furthermore, 
it can be noted that in all temperature levels a set of six 
catheters were tested to measure their tensile strength 
with no accelerated aging, i.e., these catheters were 
tested at a room temperature condition of 23 °C. It can 
be noted that at room temperature, the tensile strength 
is between 60 and 80 N in all temperature levels. This 

FIGURE 4. Behavior of the tensile strength 
degradation at 50 °C. The horizontal line at 15 N 

is the degradation critical level.

FIGURE 5. Behavior of the tensile strength 
degradation at 60 °C. The horizontal line at 15 N 

is the degradation critical level.

FIGURE 6. Behavior of the tensile strength 
degradation at 70 °C. The horizontal line at 15 N 

is the degradation critical level.

FIGURE 7. Behavior of the tensile strength 
degradation at 80 °C. The horizontal line at 15 N 

is the degradation critical level.
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variation is expected according to the specifications of 
the product. Moreover, in all temperature levels, it can 
be noted that the higher tensile strength is observed at 
15 days of temperature aging. Then, from day 30 to day 
75, the tensile strength diminishes, as may be expected 
given the high temperature exposure. Specifically in 
day 30, it can be noted that at 50 °C the six DUT are 
overlapped at a tensile strength of 80 N approximately. 
However, from temperature 60 °C to 80 °C it can be 
noted that the strengths of the six DUT are more 
disperse and tend to be lower, this indeed is also due to 
effect of the higher temperature levels. Similar behav-
iors can be noted at days 45 and 60, where the tensile 
strength tends to be lower as the temperature increases. 
It should be noted that the distal tip is a polymer that is 
bonded to the catheter shaft trough thermal fusion. 
Although, it is clear that the temperature affects the 
strength of the polymer bond, it appears that the tensile 
strength increases at 15 days of temperature exposure 
in all temperature levels, this may be due to the effect 
of the temperature on the polymeric bond.

 According to ISO 10555-1: 2013, a failure occurs when 
the tensile strength of the DUT reaches a critical level 
below 15 N [26]. Another difference of behaviors can be 
noted based on this critical level. Specifically at 75 
days of exposure, it can be noted that from tempera-
tures 50 °C to 70 °C none of the six DUT tensile 
strengths approaches to the critical level. However, 
the tensile strength for one DUT for the temperature 
level of 80 °C is below the critical level of 15 N, and the 
tensile strengths for the rest of the devices are close to 
this critical level. 

Theory and Modeling
In this section, the used methodology in this study is 

described as the Wiener process with the drift param-
eter being considered as a function of the thermal 
stress level, in this case, the Arrhenius function, along 
with the parameter estimation method using maxi-
mum likelihood (MLE). In addition, the degradation 

model formulation allows performing the estimated 
times to failure and an accelerated aging factor in each 
thermal stress level. 

Wiener Process and Arrhenius Relationship 
The appropriate model for non-monotone degrada-

tion process as can be noted in Figures 3 to 6, is a 
Wiener process, which is defined as in Equation (2).

(2)

 Where α is a drift parameter, the parameter σ is known 
as the diffusion, and B(t) is the Standard Wiener pro-
cess. It is well known that the drift parameter α 
describes the rate of the degradation process. In this 
paper, it is represented as a function of the thermal 
stress level, the diffusion parameter σ represents the 
common degradation characteristics to all units in a 
population [7]. Thus, if an ADDT is considered the deg-
radation measurements Xik (tj) of ith unit i, i= 1, ..., n at 
the corresponding time tj, j= 1, ..., m for thermal stress 
level k, k= 1, ..., r are obtained. Per the independent 
increment property of the Wiener process, then ∆Xik 
(tj)= Xik (tj)-Xik (tj-1) are normally distributed ∆Xik 
(tj)~f(α∆tijk, σ ∆tijk), thus the probability density function 
(PDF) f(α∆tijk, σ ∆tijk) has the form as in Equation (3).

(3)

In Equation (3) α is the Arrhenius function given that 
ADDT uses a thermal stress. Arrhenius function is 
described as in Equation (4).

(4)

Where k is the reaction rate constant; A is frequency 
factor (a constant to be estimated); Ea is the Energy of 
activation (KJ/mol); R is ideal gas constant (8.314 KJ/
mol); and T is reaction temperature (°K). So that, (4) 
can be denoted as in Equation (5).
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(5)

Where A= β1, and Ea/R= β2, for each thermal stress 
level Tk.

Parameters Estimation 
For the PDF of the Wiener process in (3), there is a set 

of parameters denoted as θ= (β1, β2, σ) that need to be 
estimated. MLE was the parameter estimation method 
selected to obtain the model parameters in terms of 
the available degradation data. 

Based on Equation (3), then the log-likelihood func-
tion for n test units, m measurements, and k stress 
levels can be denoted as in Equation (6).
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The first partial derivatives of Equation (6) with 
respect to the unknown parameters θ are given in 
Equations (7), (8), and (9) for β1, β2, σ respectively. 
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Then, the MLE of θ can be obtained by solving and 
maximizing the equations presented in Equations (7), 
(8), and (9). However, this calculation requires an iter-
ative procedure, in this paper we considered the 
Newton-Raphson method, so that the Hessian or 
matrix of second partial derivatives of the log-likeli-
hood function in Equation (6) is required. Let H denote 
the Hessian which is described in (10).
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The second partial derivatives of Equation (6) with 
respect to the unknown parameters that conform the 
Hessian in (10) are given in Equations (11), (12), (13), 
(14), (15), and (16) for β1, β2, σ, β1β2, β1σ, β2σ respectively.
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First-Passage Time (Time to Failure) 
The failure of the DUT will occur if the degradation 

trajectory given for the tensile strength reaches cer-
tain critical degradation level, namely, when the ten-
sile force is below of 15 N according to ISO 10555-1: 
2013. For this given critical level indicated as ω, the 
lifetime Tω of the DUT is then defined as the first 
instant at which the trajectory X(t)t≥0 exceeds the level 
ω= 15 N [26] [27]. On the other hand, as the degradation 
process is described by a Wiener process as in Equation 
(3), then the first-passage time Tω follows an Inverse 
Gaussian distribution Tω 

~ f(tω|μ= ω/α̂k, λ= ω2/σ2) with 
cumulative distribution function (CDF) described as 
F(tω)= 1-R(tω), where R(tω) is defined in Equation (17).
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 Acceleration Factor
The acceleration factor is a calculated ratio of time to 

achieve the same level of physical property change at 
a stress accelerated and the use level condition (ASTM 
F1980, 2016). The acceleration factor denoted as L 
between a use level and a greater level of stress can be 
described as in Equation (18).
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For the Arrhenius function in Equation (5), the acceler-
ation factor in Equation (18) can be described as in 
Equation (19).
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(19)

Where Lk is given for each thermal stress level Tk. 
Simplifying the acceleration factor in Equation (19), 
can be calculated as in Equation (20).
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RESULTS AND DISCUSSIONS 
In this section, the degradation modeling framework and 

the parameter estimates are presented to calculate the first 
passage time (times to failure) distribution, and accelera-
tion factor using them as a reliability estimation approach.

Parameter Estimation
The parameters of interest θ= (β1, β2, σ were estimated 

via MLE. The maxLik function in the R software was 
used to solve and maximize the log-likelihood func-
tion in (6) [28]. The code presented in Appendix A was 
considered and the obtained estimations for the 
parameters are presented in Table 2. By obtaining θ̂ , as 
previously discussed, the first passage time (time to 
failure) distribution and the acceleration factor can be 
calculated for each thermal stress level Tk.

TABLE 2. Estimation of parameters for the Wiener process.

Tabla 1 
 

Temperature 
(°C) 

Days  

0 15 30 45 60 75 

-- 24 0 0 0 0 0 24 

50 0 6 6 6 6 6 30 

60 0 6 6 6 6 6 30 

70 0 6 6 6 6 6 30 

80 0 6 6 6 6 6 30 

Totals 24 24 24 24 24 24 144 

 
Tabla 2 

 
Parameter Estimate 

𝛼𝛼 4.3544 

𝛽𝛽! -1.4980 

𝛽𝛽" 349.3925 

 
Table 3 

 
Temperature 

(°C) 𝝁𝝁$𝒌𝒌 𝝀𝝀& 

50 103.79 

146.69 
60 100.48 

70 97.45 

80 94.68 

 
Temperature (°C) 𝝁𝝁$𝒌𝒌 𝝀𝝀& 

50 103.79 

146.69 
60 100.48 

70 97.45 

80 94.68 

 
Table 4 

 
Temperature 

(°C) 
𝑳𝑳𝒌𝒌 

50 1.10 

60 1.14 

70 1.17 

80 1.21 

 
Temperature (°C) 𝑳𝑳𝒌𝒌 

50 1.10 

60 1.14 

70 1.17 

80 1.21 

 
 

Estimated First-Passage Time 
Once the parameters of interest of the Wiener pro-

cess, and the Arrhenius function were estimated from 
the degradation data of the DUTs, the first-passage 
time distributions for each thermal stress level were 
calculated. The dinvGauss function in the R software 
was used to characterize the PDF in (17), while pinv-
Gauss function was used to characterize the cumula-
tive distribution function (CDF) and reliability func-
tion R(t) [28]. The IG distribution mean μ̂k, and scale λ̂ 
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estimated are presented in Table 3. It can be easily 
found that the time to failure mean (μ̂) expressed in 
days becomes smaller as the thermal stress level 
increases. For 50 °C, the time to failure mean is ~104 
days while for 80 °C is ~95 days. This result is related to 
the molecular weight that gives to polymers their stiff-
ness. The higher the molecular weight, the higher 
stiffness, and higher tensile strength. The molecular 
weight and stiffness vary for each polymer being the 

TABLE 3. First passage time distributions 
parameters for the different stress levels.

Tabla 1 
 

Temperature 
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0 15 30 45 60 75 

-- 24 0 0 0 0 0 24 
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60 1.14 

70 1.17 
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FIGURE 8. The PDF of all thermal stress 
conditions and use condition.

FIGURE 9. The CDF of all thermal stress 
conditions and use condition.

FIGURE 10. The R(t) function of all thermal stress 
conditions and use condition.

FIGURE 11. The H(t) function of all thermal stress 
conditions and use condition.
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TABLE 4. Estimated acceleration  
actor for each temperature.

Tabla 1 
 

Temperature 
(°C) 

Days  

0 15 30 45 60 75 

-- 24 0 0 0 0 0 24 

50 0 6 6 6 6 6 30 

60 0 6 6 6 6 6 30 

70 0 6 6 6 6 6 30 

80 0 6 6 6 6 6 30 

Totals 24 24 24 24 24 24 144 
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polymer of the distal tip with the lowest stiffness and 
molecular weight, thus lowest tensile strength. 
Additionally, a difference of three days for μ̂k is noted 
among all temperatures tested, which means that for 
10°C of temperature increase, the time to failure mean 
increases three days. The PDF, CDF, reliability func-
tion R(t), and hazard function h(t) of the DUT for all 
thermal stress conditions and use condition are 
depicted in Figure 8 up to Figure 11 respectively.

Considering, a storage or use condition temperature 
of 23 °C, it can be observed from Figure 8 that the PDF 
is lower in comparison to greater thermal stress level. 
Figure 9 and Figure 10 showed the CDF and their func-
tion of complement, which is the reliability function 
R(t). It is noted that the reliability function R(t) is 
greater for the DUT that are storage at use condition 
temperature in comparison to the DUT storage at 80°C. 
Also, it is noted that the reliability of the DUT storage 
at use condition differs from the shelf life claimed in 
the labeling. Otherwise, the hazard function h(t) in 
Figure 11 is lower for the DUT storage at condition 
temperature in comparison to DUT storage at 80 °C. 
Additionally, from Figure 10, it can be noted that the 
reliability of the DUTs rapidly decreases from day 60 to 
day 250 in all temperature levels. On the other hand, 
from Figure 11, it can be noted that the hazard rate 
rapidly increases until 150 days approximately and the 
stabilizes from then on. This behavior suggests that 
the probability of instant failure is low at 0 days of 
exposure to the thermal stress, then the probability 
increases and stabilizes as more days of thermal expo-
sure are considered.

It should be noted that the van’t Hoff’s observation is 
an empirical method that has been deemed as conser-
vative [2]. Furthermore, this method is used as an 
acceleration factor to estimate the time that is needed 
to subject a DUT under a thermal stress in the aims of 
simulate certain shelf life. Therefore, the aging test 
results in a reliability demonstration test, that consid-

ers the estimated time to subject the DUT under the 
accelerated thermal stress to finally test the DUT and 
demonstrate that the DUT has a successful perfor-
mance, i.e., the tensile strength is higher than 15 N. 
Indeed, the ADDT presented in this study differs from 
this approach, given that it presents the possibility of 
modeling the behavior of the characteristic of interest 
under a certain stress factor, such that it is possible to 
determine a failure for a defined critical value of the 
characteristic under a determined stress level. This 
modeling of the evolution of the characteristic of inter-
est complements the reliability estimation of the DUT 
beyond a reliability demonstration plan.

Estimated Acceleration Factors
The parameters of interest of the Arrhenius function 

denoted as β1 and β2 were estimated from the degrada-
tion data of the DUT. These parameters were used to 
calculate the acceleration factor for each thermal stress 
level based on the function in (19). The acceleration 
factor estimated is presented in Table 4.

From Table 4 it can be easily found that the accelera-
tion factor becomes smaller as the thermal stress 
decreases. For 50 °C, the acceleration factor is 1.10 
while for 80 °C is 1.21. That means that the ratio of time 
to achieve the same level of change in the tensile 
strength tends to be one, as the accelerated tempera-
ture approaches to the temperature of the normal use 
condition. Otherwise, a higher acceleration factor com-
pensates for the effect of thermal stress to estimate the 
normal use condition. These acceleration factors are 
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smaller compared to the ones that can be estimated 
based on the van’t Hoff’s observation. As previously 
discussed, the van’t Hoff AAF tends to stablish conser-
vative estimations. Based on the function in (1) and the 
estimated acceleration factors in Table 4, the Q10 that 
must be considered for the characteristic studied in 
this paper results in Q10= 1.03. This differs from the 
Q10= 2 empirical value which may result in early failure 
of the DUT, even before their expiration date.

CONCLUSIONS
This paper presents an ADDT as an alternative to the 

accelerated-aging policies based on standards and 
guidelines.

Many accelerated aging methodologies are available 
to evaluate the reliability of the medical devices during 
their design and development. However, currently, 
there is not an official method. ADDT performed in 
this study can be used as a helpful custom method 
based on a critical performance characteristic of the 
medical device specifically intravascular catheters, 
under the assumption that the tensile strength follows 
a Wiener process and the constant-stress loading used 
is the temperature. It is noted that the proposed 
method can determine the lifetime distribution in 
function of time and thermal stress levels to provide 
data that support the shelf life, and the storage ambi-
ent conditions claimed in the medical device labeling. 
However, the results to support the shelf life found in 
this study differs from the results obtained from the 
traditional method of accelerated aging Q10= 2. 
Therefore, real-time aging data continue to be neces-
sary to validate the shelf life. 

Future work could tackle several topics, one of them is 
to estimate the Ea as a random parameter. The constant 
activation energy and constant reactant concentrations 
is an assumption that has been used in this study. This 
assumption may be evaluated differently, as a parame-
ter to be estimated to provide a highly accurate estimate 
of real performance. Another topic, consist in consider 
the unit-to-unit heterogeneity, in theory, the intravas-
cular catheters use the same materials and manufactur-
ing process, however, in the practice there are differ-
ences, so that, the degradation rates for the individual 
system are different. For this reason, the heterogeneity 
among the units should be incorporated into the Wiener 
process in the diffusion parameter. Finally, as a valida-
tion process it may be possible to test intravascular cath-
eters under a certain condition until failure in the aims 
of confirm the MTTF estimation presented in this paper. 
Finally, an important topic for future research may be to 
subject an efficient sample size of DUTs to validate the 
estimated MTTFs for every temperature level. Although, 
it must be considered that the accelerated test is destruc-
tive with constant stress levels, which means that the 
equipment’s must be used for large periods.
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APPENDIX A. Estimation code

#Loglikelihood function
loglik<-function(param){
a<-param[1]
b<-param[2]
s<-param[3]
ll<- -((r*n*m/2)*log(2*pi))-(0.5*sum(log(t)))-
(r*n*m*log(s))-sum(((y-(a*t*exp(-b/T)))^2)/(2*t*(s^2))) 
ll }

#Gradient
loglikGrad <- function(param) {
a<-param[1]
b<-param[2]
s<-param[3]
loglikGradValues <- numeric(3)
loglikGradValues[1] <- 
sum(((y-(a*t*exp(-b/T)))*exp(-b/T))/(s^2))
loglikGradValues[2] <- -sum(((y-(a*t*exp(-b/T)))*( 
(a/T)*exp(-b/T) )) / (s^2) )
loglikGradValues[3] <- -((r*n*m)/s) + sum(((y- (a*t*ex-
p(-b/T)))^2)/ (t*(s^3)))
return(loglikGradValues) }

#Hessian
loglikHess <- function(param) {
a <- param[1]
b <- param[2]
s <- param[3]
loglikHessValues <- matrix(0, nrow = 3, ncol = 3)
loglikHessValues[1, 1] <- sum((-t*exp(-((2*b)/T)))/ 
(s^2))
loglikHessValues[1, 2] <- 
sum(((((2*a*t)/T)*exp(-((2*b)/T)))-((y/T)*exp(-b/T))) / 
(s^2))
loglikHessValues[1, 3] <- -2*sum(  
((y-(a*t*exp(-b/T)))*exp(-b/T)) / (s^3) )
loglikHessValues[2, 1] <- loglikHessValues[1, 2]
loglikHessValues[2, 2] <- -sum( (((2*t*(a^2))/
(T^2))*exp(-((2*b)/T)))-(((y*a)/T)*exp(-b/T))/(s^2))
loglikHessValues[2, 3] <- 2*sum( ((y-(a*t*exp(-b/T)))*( 
(a/T)*exp(-b/T) )) / (s^3) )
loglikHessValues[3, 1] <- loglikHessValues[1, 3]
loglikHessValues[3, 2] <- loglikHessValues[2, 3]
loglikHessValues[3, 3] <- ((r*n*m)/(s^2))- sum((3*((y - 
( a*t*exp(-b/T) ) )^2))/ (t*(s^4)) )
return(loglikHessValues)}

mleHess<- maxLik(logLik = loglik,loglikGrad, log-
likHess, start = c(a=1,b=100,s=4),method="NR")
summary(mleHess)
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ABSTRACT 
This study presents a methodology for identifying the color space that provides the best performance in an image 
processing application. When measurements are performed without selecting the appropriate color model, the ac-
curacy of the results is considerably altered. It is signi!cant in computation, mainly when a diagnostic is based on 
stained cell microscopy images. This work shows how the proper selection of the color model provides better char-
acterization in two types of cancer, acute lymphoid leukemia, and multiple myeloma. The methodology uses images 
from a public database. First, the nuclei are segmented, and then statistical moments are calculated for class iden-
ti!cation. After, a principal component analysis is performed to reduce the extracted features and identify the most 
signi!cant ones. At last, the predictive model is evaluated using the k-nearest neighbor algorithm and a confusion 
matrix. For the images used, the results showed that the CIE L*a*b color space best characterized the analyzed cancer 
types with an average accuracy of 95.52%. With an accuracy of 91.81%, RGB and CMY spaces followed. HSI and HSV 
spaces had an accuracy of 87.86% and 89.39%, respectively, and the worst performer was grayscale with an accuracy 
of 55.56%.
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RESUMEN 
Este estudio presenta una metodología para identi!car el espacio de color que proporciona el mejor rendimiento en 
una aplicación de procesamiento de imágenes. Cuando las mediciones se realizan sin seleccionar el modelo de color 
adecuado, la precisión de los resultados se altera considerablemente. Esto es signi!cativo en el procesamiento, prin-
cipalmente cuando el diagnóstico se basa en imágenes de microscopía de células teñidas. Este trabajo muestra cómo 
la selección adecuada del modelo de color proporciona una mejor caracterización en dos tipos de cáncer, la leucemia 
linfoide aguda y el mieloma múltiple. La metodología utiliza imágenes de una base de datos pública. Primero, se seg-
mentan los núcleos y luego se calculan los momentos estadísticos para la identi!cación de clases. Posteriormente, 
se realiza un análisis de componentes principales para reducir las características extraídas e identi!car las más signi-
!cativas. Por último, el modelo predictivo se evalúa utilizando el algoritmo k-vecinos más cercanos y una matriz de 
confusión. Para las imágenes utilizadas, los resultados mostraron que el espacio de color CIE L*a*b caracterizó mejor 
los tipos de cáncer analizados con una precisión promedio del 95,52%. Con una precisión del 91,81%, siguieron los 
espacios RGB y CMY. Los espacios HSI y HSV tuvieron una precisión del 87,86% y el 89,39%, respectivamente, y el 
peor desempeño fue la escala de grises con una precisión del 55,56%.

PALABRAS CLAVE: PCA, Momentos estadísticos, Espacios de color, Imágenes de leucemia
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INTRODUCTION
Leukemia is a blood disease distinguished by the ab- 

normal production of white blood cells [1]. Its diagnosis 
uses a blood smear where the presence of myeloblasts 
or lymphoblasts is determined [2] [3]. This examination is 
usually a time-consuming manual process and requires 
microscopist expertise [4] [5] [6]. Recently, image process-
ing techniques with machine learning have been used, 
which integrate image processing and segmentation, 
feature extraction and selection, and a classification 
algorithm [7] [8]. The most critical steps are segmentation 
and selection of significant features [9] [10] [11]. 

During microscopic analysis, cells are stained to pro-
vide visibility and contrast [12]. The segmentation stage 
separates the cells from the rest of the image from the 
acquired color. Among the techniques that have been 
applied to segment are K means [13] [14] [15] [16] [17] [18], Fuzzy 
c-means [19], Triangle thresholding [20] [21] [22], and Otsu 
thresholding [9] [23] [24] [25] [26], which are usually accompa-
nied by the Watershed algorithm to divide adjacent or 
overlapping cells [27] [28].

From the nucleus or cytoplasm, parameters are cal-
culated that help to identify cancer types. Several fea-
tures can be analyzed, including geometric, statistical, 
and texture [21] [26] [29]. The number of parameters used 
should be limited using a reduction algorithm to 
improve the efficiency of classification model [30] [31].

Some methods to decrease the number of characteris-
tics are Univariate feature selection (k-Best) [32], Social 
Spider Optimization Algorithm (SSOA) [33], Genetic 
Algorithm (GA) [25], Statistically Enhanced Salp Swarm 
Algorithm (SESSA) [34], Linear Discriminant Analysis 
(LDA) [35] and Principal Component Analysis (PCA) [35] 

[36] [37]. The latter is a statistical technique that reduces 
the dimension of a data set and generates a new set of 
uncorrelated variables. These are called principal com-
ponents (PC), and their relationship preserves the max-
imum variation from the original data set [38] [39].

On the other hand, color models are used to define 
the way to represent the tones mathematically. The 
color spaces RGB [9] [26], CMYK [16] [20] [35], HSI [23] [40], HSV 
[19] [24], and CIE L*a*b [14] [41], and grayscale [25] [42] [43] have 
been used for this type of application. Studies have 
identified that RGB is not ideal for the segmentation of 
these cells, while HSI, HSV, and CMY perform better [44] 

[45]. In a group of images where the capture brightness 
effect varies, the use of HSV space may be the most 
appropriate because it separates the image intensity 
from the color information [17] [19].

In feature extraction, statistical and color properties 
have been obtained from various spaces such as, RGB 
[21] [30], HSV [13] [19] [46], HSI [35] and CIE L*a*b [14]. Of these, 
RGB and HSV spaces are the most widely used, but the 
use of these representations has not been justified [14] 

[21] [33] [47]. Although statistical and color features are an 
important source of information, no studies have yet 
been performed to compare the accuracy of color space 
using these characteristics in cell sorting with staining.

This paper proposes to use a principal component 
analysis with statistical descriptors as input variables 
to determine the color space that best represents the 
information of a set of images. This process is ana-
lyzed by using the k nearest neighbors (kNN) algo-
rithm and a confusion matrix to determine the accu-
racy of the predictive model. The objective of the 
study is to propose a tool to image processing method-
ologies to identify the model that best represents the 
content of the region of interest (ROI). In particular, it 
is applied to identify two types of cancer, acute lym-
phoid leukemia (ALL) and multiple myeloma (MM).

MATERIAL AND METHODS

Image Dataset De!nition
The set of images used in this work is a collection of 

microscopic bone marrow images of patients diag-
nosed with B-lineage acute lymphoid leukemia and 
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multiple myeloma, published in The Cancer Imaging 
Archive (TCIA) by Gupta, A. and Gupta, R. [48]. They 
have a resolution of 2560x1920 pixels, were captured 
using a Nikon Eclipse-200 microscope at 1000x magni-
fication, and slides were stained with Jenner-Giemsa 
stain. This study used 60 samples, 30 ALL and 30 MM.

Nucleus Segmentation of Leukemia Cells
Based on studies by Jagadev and Virani [17], Mirmoha-

mmadi et al. [19], and Rahman and Hasan [21], the image 
segmentation was performed using the HSV space, con-
sidering that it separates the intensity of the image 
from the color information, and the images of the data-
base do not have uniform brightness. For the segmenta-
tion process, first, the intensity of the images was 

adjusted to a range of 0.1 to 0.7 using the value channel 
(V) to decrease the capture luminance effect [19]. The 
ROI was defined with a threshold value in the Hue (H) 
and Saturation (S) components. After a binary segmen-
tation, the holes were filled using a morphological clo-
sure with disk shape structure element of radius 4 [49]. 
The watershed algorithm was used to the resulting 
image to separate the overlapping nuclei. Subsequently, 
objects with an area of fewer than 17500 pixels and ele-
ments with an eccentricity greater than 0.80 and solid-
ity less than 0.65 were removed [14] [21] [50]. The ROI was 
established from the original images using the binary 
mask. A total of 484 blast cell nuclei, 168 ALL and 316 
MM, were then extracted. The segmentation results for 
two sample images are visualized in Figure 1.

FIGURE 1. Steps of Leukemic Cell Segmentation. ALL original image is shown in a).
ALL Image enhancement in b). ALL binary mask in c). ALL filtering and watershed segmentation in d).

ALL segmentation result in e). MM original image in f). MM Image enhancement in g). MM binary mask in h).
MM filtering and watershed segmentation in i). MM segmentation result j).

Feature Extraction
Mean, variance, standard deviation, skewness, kur-

tosis, entropy, and energy, were calculated for each 
nucleus from an image for each color space channel 
and grayscale. Equations 1 to 7 show the definition 
of each one of these parameters, where Z represents 
the intensity as a random variable, p(Zi), i= 0, 1, 2, 
..., L-1 is the probability of occurrence of the value 
Zi and L is the number of different possible values 

[51]. For each leukemia cell, a total of 21 features 
were obtained in each color space and 7 for gray-
scale.
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𝐾𝐾𝐾𝐾𝑉𝑉𝐾𝐾𝐾𝐾𝑆𝑆𝑉𝑉𝑆𝑆 = 	'[(𝑍𝑍! −𝑚𝑚))𝑝𝑝(𝑍𝑍!)]#(
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝐾𝐾𝑉𝑉𝐾𝐾𝑝𝑝𝐸𝐸 =	−'	𝑝𝑝(𝑍𝑍!) log* 𝑝𝑝(𝑧𝑧𝑉𝑉)
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑉𝑉𝐸𝐸𝐸𝐸 =	'	𝑝𝑝*(𝑍𝑍!)
"#$

!%&
 

 
 

𝑋𝑋+, =	
𝑋𝑋+ −	𝜇𝜇-
𝜎𝜎-

 

 
 

𝜎𝜎+. =	
1
𝑚𝑚'H𝑋𝑋+ −	𝜇𝜇+I

'

!%$
(𝑋𝑋. −	𝜇𝜇.) 

 
 

𝜎𝜎+. =	
1
𝑚𝑚∑ H𝑋𝑋+ −	𝜇𝜇+I'

!%$ (𝑋𝑋. −	𝜇𝜇.)
𝜎𝜎+𝜎𝜎.

 

 
 

𝐶𝐶 =	
⎣
⎢
⎢
⎡ 𝜎𝜎$,$ 𝐶𝐶𝐾𝐾𝐶𝐶$,* … 𝐶𝐶𝐾𝐾𝐶𝐶$,0
𝐶𝐶𝐾𝐾𝐶𝐶*,$ 𝜎𝜎*,* … 𝐶𝐶𝐾𝐾𝐶𝐶*,0
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',$
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',*
⋱
…

⋮
𝜎𝜎',0 ⎦

⎥
⎥
⎤
 

 
 

𝑑𝑑𝑚𝑚𝐾𝐾(𝜆𝜆𝜆𝜆 − 𝐶𝐶) = 0 
 
 

(λ.I	 − C) ∗	𝑉𝑉. = 0 
 
 

(2)

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =	'𝑍𝑍!	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

		𝑉𝑉𝑚𝑚𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑉𝑉𝑚𝑚 = 	'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

			𝑆𝑆𝑆𝑆 =	3'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆 = 	'(𝑍𝑍! −𝑚𝑚)(𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝐾𝐾𝐾𝐾𝑉𝑉𝐾𝐾𝐾𝐾𝑆𝑆𝑉𝑉𝑆𝑆 = 	'[(𝑍𝑍! −𝑚𝑚))𝑝𝑝(𝑍𝑍!)]#(
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝐾𝐾𝑉𝑉𝐾𝐾𝑝𝑝𝐸𝐸 =	−'	𝑝𝑝(𝑍𝑍!) log* 𝑝𝑝(𝑧𝑧𝑉𝑉)
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑉𝑉𝐸𝐸𝐸𝐸 =	'	𝑝𝑝*(𝑍𝑍!)
"#$

!%&
 

 
 

𝑋𝑋+, =	
𝑋𝑋+ −	𝜇𝜇-
𝜎𝜎-

 

 
 

𝜎𝜎+. =	
1
𝑚𝑚'H𝑋𝑋+ −	𝜇𝜇+I

'

!%$
(𝑋𝑋. −	𝜇𝜇.) 

 
 

𝜎𝜎+. =	
1
𝑚𝑚∑ H𝑋𝑋+ −	𝜇𝜇+I'

!%$ (𝑋𝑋. −	𝜇𝜇.)
𝜎𝜎+𝜎𝜎.

 

 
 

𝐶𝐶 =	
⎣
⎢
⎢
⎡ 𝜎𝜎$,$ 𝐶𝐶𝐾𝐾𝐶𝐶$,* … 𝐶𝐶𝐾𝐾𝐶𝐶$,0
𝐶𝐶𝐾𝐾𝐶𝐶*,$ 𝜎𝜎*,* … 𝐶𝐶𝐾𝐾𝐶𝐶*,0
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',$
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',*
⋱
…

⋮
𝜎𝜎',0 ⎦

⎥
⎥
⎤
 

 
 

𝑑𝑑𝑚𝑚𝐾𝐾(𝜆𝜆𝜆𝜆 − 𝐶𝐶) = 0 
 
 

(λ.I	 − C) ∗	𝑉𝑉. = 0 
 
 

a) b) c) d) e)

f) g) h) i) j)
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(3)

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =	'𝑍𝑍!	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

		𝑉𝑉𝑚𝑚𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑉𝑉𝑚𝑚 = 	'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

			𝑆𝑆𝑆𝑆 =	3'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆 = 	'(𝑍𝑍! −𝑚𝑚)(𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝐾𝐾𝐾𝐾𝑉𝑉𝐾𝐾𝐾𝐾𝑆𝑆𝑉𝑉𝑆𝑆 = 	'[(𝑍𝑍! −𝑚𝑚))𝑝𝑝(𝑍𝑍!)]#(
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝐾𝐾𝑉𝑉𝐾𝐾𝑝𝑝𝐸𝐸 =	−'	𝑝𝑝(𝑍𝑍!) log* 𝑝𝑝(𝑧𝑧𝑉𝑉)
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑉𝑉𝐸𝐸𝐸𝐸 =	'	𝑝𝑝*(𝑍𝑍!)
"#$

!%&
 

 
 

𝑋𝑋+, =	
𝑋𝑋+ −	𝜇𝜇-
𝜎𝜎-

 

 
 

𝜎𝜎+. =	
1
𝑚𝑚'H𝑋𝑋+ −	𝜇𝜇+I

'

!%$
(𝑋𝑋. −	𝜇𝜇.) 

 
 

𝜎𝜎+. =	
1
𝑚𝑚∑ H𝑋𝑋+ −	𝜇𝜇+I'

!%$ (𝑋𝑋. −	𝜇𝜇.)
𝜎𝜎+𝜎𝜎.

 

 
 

𝐶𝐶 =	
⎣
⎢
⎢
⎡ 𝜎𝜎$,$ 𝐶𝐶𝐾𝐾𝐶𝐶$,* … 𝐶𝐶𝐾𝐾𝐶𝐶$,0
𝐶𝐶𝐾𝐾𝐶𝐶*,$ 𝜎𝜎*,* … 𝐶𝐶𝐾𝐾𝐶𝐶*,0
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',$
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',*
⋱
…

⋮
𝜎𝜎',0 ⎦

⎥
⎥
⎤
 

 
 

𝑑𝑑𝑚𝑚𝐾𝐾(𝜆𝜆𝜆𝜆 − 𝐶𝐶) = 0 
 
 

(λ.I	 − C) ∗	𝑉𝑉. = 0 
 
 

(4)

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =	'𝑍𝑍!	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

		𝑉𝑉𝑚𝑚𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑉𝑉𝑚𝑚 = 	'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

			𝑆𝑆𝑆𝑆 =	3'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆 = 	'(𝑍𝑍! −𝑚𝑚)(𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝐾𝐾𝐾𝐾𝑉𝑉𝐾𝐾𝐾𝐾𝑆𝑆𝑉𝑉𝑆𝑆 = 	'[(𝑍𝑍! −𝑚𝑚))𝑝𝑝(𝑍𝑍!)]#(
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝐾𝐾𝑉𝑉𝐾𝐾𝑝𝑝𝐸𝐸 =	−'	𝑝𝑝(𝑍𝑍!) log* 𝑝𝑝(𝑧𝑧𝑉𝑉)
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑉𝑉𝐸𝐸𝐸𝐸 =	'	𝑝𝑝*(𝑍𝑍!)
"#$

!%&
 

 
 

𝑋𝑋+, =	
𝑋𝑋+ −	𝜇𝜇-
𝜎𝜎-

 

 
 

𝜎𝜎+. =	
1
𝑚𝑚'H𝑋𝑋+ −	𝜇𝜇+I

'

!%$
(𝑋𝑋. −	𝜇𝜇.) 

 
 

𝜎𝜎+. =	
1
𝑚𝑚∑ H𝑋𝑋+ −	𝜇𝜇+I'

!%$ (𝑋𝑋. −	𝜇𝜇.)
𝜎𝜎+𝜎𝜎.

 

 
 

𝐶𝐶 =	
⎣
⎢
⎢
⎡ 𝜎𝜎$,$ 𝐶𝐶𝐾𝐾𝐶𝐶$,* … 𝐶𝐶𝐾𝐾𝐶𝐶$,0
𝐶𝐶𝐾𝐾𝐶𝐶*,$ 𝜎𝜎*,* … 𝐶𝐶𝐾𝐾𝐶𝐶*,0
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',$
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',*
⋱
…

⋮
𝜎𝜎',0 ⎦

⎥
⎥
⎤
 

 
 

𝑑𝑑𝑚𝑚𝐾𝐾(𝜆𝜆𝜆𝜆 − 𝐶𝐶) = 0 
 
 

(λ.I	 − C) ∗	𝑉𝑉. = 0 
 
 

(5)

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =	'𝑍𝑍!	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

		𝑉𝑉𝑚𝑚𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑉𝑉𝑚𝑚 = 	'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

			𝑆𝑆𝑆𝑆 =	3'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆 = 	'(𝑍𝑍! −𝑚𝑚)(𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝐾𝐾𝐾𝐾𝑉𝑉𝐾𝐾𝐾𝐾𝑆𝑆𝑉𝑉𝑆𝑆 = 	'[(𝑍𝑍! −𝑚𝑚))𝑝𝑝(𝑍𝑍!)]#(
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝐾𝐾𝑉𝑉𝐾𝐾𝑝𝑝𝐸𝐸 =	−'	𝑝𝑝(𝑍𝑍!) log* 𝑝𝑝(𝑧𝑧𝑉𝑉)
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑉𝑉𝐸𝐸𝐸𝐸 =	'	𝑝𝑝*(𝑍𝑍!)
"#$

!%&
 

 
 

𝑋𝑋+, =	
𝑋𝑋+ −	𝜇𝜇-
𝜎𝜎-

 

 
 

𝜎𝜎+. =	
1
𝑚𝑚'H𝑋𝑋+ −	𝜇𝜇+I

'

!%$
(𝑋𝑋. −	𝜇𝜇.) 

 
 

𝜎𝜎+. =	
1
𝑚𝑚∑ H𝑋𝑋+ −	𝜇𝜇+I'

!%$ (𝑋𝑋. −	𝜇𝜇.)
𝜎𝜎+𝜎𝜎.

 

 
 

𝐶𝐶 =	
⎣
⎢
⎢
⎡ 𝜎𝜎$,$ 𝐶𝐶𝐾𝐾𝐶𝐶$,* … 𝐶𝐶𝐾𝐾𝐶𝐶$,0
𝐶𝐶𝐾𝐾𝐶𝐶*,$ 𝜎𝜎*,* … 𝐶𝐶𝐾𝐾𝐶𝐶*,0
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',$
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',*
⋱
…

⋮
𝜎𝜎',0 ⎦

⎥
⎥
⎤
 

 
 

𝑑𝑑𝑚𝑚𝐾𝐾(𝜆𝜆𝜆𝜆 − 𝐶𝐶) = 0 
 
 

(λ.I	 − C) ∗	𝑉𝑉. = 0 
 
 

(6)

(7)

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =	'𝑍𝑍!	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

		𝑉𝑉𝑚𝑚𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑉𝑉𝑚𝑚 = 	'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

			𝑆𝑆𝑆𝑆 =	3'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆 = 	'(𝑍𝑍! −𝑚𝑚)(𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝐾𝐾𝐾𝐾𝑉𝑉𝐾𝐾𝐾𝐾𝑆𝑆𝑉𝑉𝑆𝑆 = 	'[(𝑍𝑍! −𝑚𝑚))𝑝𝑝(𝑍𝑍!)]#(
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝐾𝐾𝑉𝑉𝐾𝐾𝑝𝑝𝐸𝐸 =	−'	𝑝𝑝(𝑍𝑍!) log* 𝑝𝑝(𝑧𝑧𝑉𝑉)
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑉𝑉𝐸𝐸𝐸𝐸 =	'	𝑝𝑝*(𝑍𝑍!)
"#$

!%&
 

 
 

𝑋𝑋+, =	
𝑋𝑋+ −	𝜇𝜇-
𝜎𝜎-

 

 
 

𝜎𝜎+. =	
1
𝑚𝑚'H𝑋𝑋+ −	𝜇𝜇+I

'

!%$
(𝑋𝑋. −	𝜇𝜇.) 

 
 

𝜎𝜎+. =	
1
𝑚𝑚∑ H𝑋𝑋+ −	𝜇𝜇+I'

!%$ (𝑋𝑋. −	𝜇𝜇.)
𝜎𝜎+𝜎𝜎.

 

 
 

𝐶𝐶 =	
⎣
⎢
⎢
⎡ 𝜎𝜎$,$ 𝐶𝐶𝐾𝐾𝐶𝐶$,* … 𝐶𝐶𝐾𝐾𝐶𝐶$,0
𝐶𝐶𝐾𝐾𝐶𝐶*,$ 𝜎𝜎*,* … 𝐶𝐶𝐾𝐾𝐶𝐶*,0
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',$
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',*
⋱
…

⋮
𝜎𝜎',0 ⎦

⎥
⎥
⎤
 

 
 

𝑑𝑑𝑚𝑚𝐾𝐾(𝜆𝜆𝜆𝜆 − 𝐶𝐶) = 0 
 
 

(λ.I	 − C) ∗	𝑉𝑉. = 0 
 
 

𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 =	'𝑍𝑍!	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

		𝑉𝑉𝑚𝑚𝑉𝑉𝑉𝑉𝑚𝑚𝑚𝑚𝑉𝑉𝑚𝑚 = 	'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

			𝑆𝑆𝑆𝑆 =	3'(𝑍𝑍! −𝑚𝑚)'	𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝑆𝑆𝑆𝑆𝑚𝑚𝑆𝑆𝑚𝑚𝑚𝑚𝑆𝑆𝑆𝑆 = 	'(𝑍𝑍! −𝑚𝑚)(𝑝𝑝(𝑍𝑍!)
"#$

!%&
 

 
 

𝐾𝐾𝐾𝐾𝑉𝑉𝐾𝐾𝐾𝐾𝑆𝑆𝑉𝑉𝑆𝑆 = 	'[(𝑍𝑍! −𝑚𝑚))𝑝𝑝(𝑍𝑍!)]#(
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝐾𝐾𝑉𝑉𝐾𝐾𝑝𝑝𝐸𝐸 =	−'	𝑝𝑝(𝑍𝑍!) log* 𝑝𝑝(𝑧𝑧𝑉𝑉)
"#$

!%&
 

 
 

𝐸𝐸𝑚𝑚𝑚𝑚𝑉𝑉𝐸𝐸𝐸𝐸 =	'	𝑝𝑝*(𝑍𝑍!)
"#$

!%&
 

 
 

𝑋𝑋+, =	
𝑋𝑋+ −	𝜇𝜇-
𝜎𝜎-

 

 
 

𝜎𝜎+. =	
1
𝑚𝑚'H𝑋𝑋+ −	𝜇𝜇+I

'

!%$
(𝑋𝑋. −	𝜇𝜇.) 

 
 

𝜎𝜎+. =	
1
𝑚𝑚∑ H𝑋𝑋+ −	𝜇𝜇+I'

!%$ (𝑋𝑋. −	𝜇𝜇.)
𝜎𝜎+𝜎𝜎.

 

 
 

𝐶𝐶 =	
⎣
⎢
⎢
⎡ 𝜎𝜎$,$ 𝐶𝐶𝐾𝐾𝐶𝐶$,* … 𝐶𝐶𝐾𝐾𝐶𝐶$,0
𝐶𝐶𝐾𝐾𝐶𝐶*,$ 𝜎𝜎*,* … 𝐶𝐶𝐾𝐾𝐶𝐶*,0
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',$
⋮

𝐶𝐶𝐾𝐾𝐶𝐶',*
⋱
…

⋮
𝜎𝜎',0 ⎦

⎥
⎥
⎤
 

 
 

𝑑𝑑𝑚𝑚𝐾𝐾(𝜆𝜆𝜆𝜆 − 𝐶𝐶) = 0 
 
 

(λ.I	 − C) ∗	𝑉𝑉. = 0 
 
 

Feature Selection
The most significant features of each color space were 

identified using principal component analysis. First, 
the number of statistical descriptors in the dataset was 

reduced using the “statistics” and “FactoRMine” 
libraries of Rstudio software [52] [53]. For this, we first 
checked for a low partial correlation value between 
each pair of features, using the Kaiser-Meyer-Olkin 
(KMO) coefficient. If for any of these pairs, mean-vari-
ance, mean-standard deviation, mean-skewness, etc., 
the KMO coefficient is less than 0.5, the value indi-
cates that it is not appropriate to use PCA in that 
model. Then Bartlett's test of sphericity (BTS) with a 
significance level of p<0.05 is used to estimate the cor-
relation between variables.

PCA for each color model was performed based on an 
initial data table represented by a matrix of 484 rows, 
containing 168 observations of ALL and 316 MM type 
cells. The measurement result for each statistical 
descriptor is shown by columns (21 characteristics for 
the RGB, CMY, HSV, HSI, and CIE L *a*b color spaces 
and 7 for grayscale). Table 1 shows an example of this 
for the RGB model components.

TABLE 1. Data matrix for RGB for an example image. Mean (M), variance (V), standard deviation (SD), 
Skewness (S), energy (Er) and entropy (Et). The initial of RGB channels was added to each descriptor.Tabla 1 

 
Sample MR VR SDR SR KR ErR EtR MG … EtG MB … EtB 

ALL_1_1 85.26 266.19 16.32 -0.22 0.71 0.02 0.74 42.10 … 0.59 103.07 … 0.62 

ALL_1_2 85.09 253.95 15.94 -0.48 0.07 0.02 0.74 42.70 … 0.59 105.67 … 0.63 

ALL_1_3 88.99 69.71 8.35 0.31 0.13 0.03 0.63 42.63 … 0.56 106.09 … 0.55 

…
 … … … … … … … … … … … … 

…
 

…
 … … … … … … … … … … … … 

…
 

MM_30_10 143.32 99.41 9.97 1.33 3.03 0.03 0.65 65.77 … 0.65 120.03 … 0.52 

MM_30_11 97.95 337.36 18.37 0.93 2.23 0.02 0.77 43.93 … 0.60 106.36 … 0.61 

MM_30_12 122.91 138.44 11.77 0.42 0.08 0.02 0.70 57.04 … 0.67 115.60 … 0.54 

 
Tabla 2 

 
Color System Channel 1 Channel 2 Channel 3 

Grayscale 
 

  

RGB 
   

CMY 
   

HSI 
   

CIE L*a*b 
   

HSV 
   

 
Table 3 

 
Test Stat GS RGB CMY HSI L*a*b HSV 

KMO  0.61 0.72 0.72 0.68 0.71 0.62 

BTS 

χ² 5779 20621 20621 20728 20133 18346 

df 21 210 210 210 210 210 

p <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 
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Each table column is standardized to an average of 0 
and a standard deviation of 1 using Equation 8, where 
Xj is the value to be standardized, Xjs represents the 
standardized value and, µx and σx are the average and 
the standard deviation of the column.

A covariance matrix was calculated using the stan-
dardized values for each table to estimate the correla-
tion and dependence between variables. Equation 9 
was used to evaluate covariances between each pair of 
characteristics. Where σjk is the covariance between 
the two variables, Xj and Xk represent the standardized 
value of variables j and k, µj and µk are the column aver-
ages of variables j and k, and n is the total data per 
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column. The correlation coefficient of the covariances 
was determined by Equation 10. It is obtained by 
dividing the covariance by the standard deviations of 
Xj and Xk represented by σj and σk.
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The covariance matrix C is represented as in Equation 
11, where Cov(i, j) is the covariance between the ele-
ments in row i and column j. This matrix is decom-
posed into its eigenvalues and eigenvectors to deter-
mine the principal components. By solving Equation 
12, the eigenvalues λk are obtained and for each of 
them, its eigenvector Vk is determined using Equation 
13, where I is the identity matrix. The eigenvectors 
correspond to the principal components, and the 
eigenvalues define the magnitude of the variance of 
the new set of variables. Finally, the eigenvectors are 
sorted in descending order to select the components 
that retain at least 80% of the information from the 
original data set.

(11)

(12)
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ALL and MM Classi!cation
The ALL and MM cancer types were classified using 

the principal components or new variables. For this 
purpose, the k nearest neighbor algorithm was 
employed using the Rstudio software [54]. Data was ran-
domly divided into two sets. 80% of them were used as 
training data and the remaining 20% as test data.

In the training phase, the kNN algorithm stores the 
set of input variables to establish a relationship 
between them and the conditions to be classified, cal-
culating a distance between the rows of training data 
and the test set data. It was determined as a function 
of the Euclidean distance (ED) using Equation 14, 
where A and B represent the principal component vec-
tors A= (x1, x2, x3, x4, ... xm), B= (y1, y2, y3, y4, ... ym), and 
m, the dimensionality of the feature space.
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The resulting vector was ordered from smallest to 
largest so that the smallest distance is considered the 
k nearest neighbor.

Subsequently, a number for k was defined to deter-
mine the nearest neighbors to include in the voting 
process using Equation 15. N represents the total data 
in the training set. The operation resulted in a k = 17.

(15)
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" = "� = � = �� Finally, to determine the performance of the kNN 

classifier, the confusion matrix was applied. The met-
ric provided is the accuracy and is defined by Equation 
16. Where TP is the true positives, FN is the false neg-
atives, FP indicates the number of false positives, and 
TN is the number of true negatives.

(16)
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Statistical Analysis
Lastly, differences of accuracy between color and 

grayscale spaces were analyzed using a one-way anal-
ysis of variance (ANOVA) and Tukey's posthoc test. 
The sample size was calculated using statistical power 
analysis. A significance level of 0.05 was established, 
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with a power of 0.8 and an effect size of 0.25. The 
study determined a sample size of 35. The normality of 
the residuals was assessed by performing the Shapiro 
Wilks test, and Bartlett's test demonstrated the homo-
geneity of variances. For each analysis, was used a 
significance level of p<0.05.

RESULTS AND DISCUSSION
This section shows the results of the comparison 

between color spaces and grayscale. Table 2 shows an 
example of channel decomposition and grayscale con-
version of an example image.

Tabla 1 
 

Sample MR VR SDR SR KR ErR EtR MG … EtG MB … EtB 

ALL_1_1 85.26 266.19 16.32 -0.22 0.71 0.02 0.74 42.10 … 0.59 103.07 … 0.62 

ALL_1_2 85.09 253.95 15.94 -0.48 0.07 0.02 0.74 42.70 … 0.59 105.67 … 0.63 

ALL_1_3 88.99 69.71 8.35 0.31 0.13 0.03 0.63 42.63 … 0.56 106.09 … 0.55 

…
 … … … … … … … … … … … … 

…
 

…
 … … … … … … … … … … … … 

…
 

MM_30_10 143.32 99.41 9.97 1.33 3.03 0.03 0.65 65.77 … 0.65 120.03 … 0.52 

MM_30_11 97.95 337.36 18.37 0.93 2.23 0.02 0.77 43.93 … 0.60 106.36 … 0.61 

MM_30_12 122.91 138.44 11.77 0.42 0.08 0.02 0.70 57.04 … 0.67 115.60 … 0.54 

 
Tabla 2 

 
Color System Channel 1 Channel 2 Channel 3 

Grayscale 
 

  

RGB 
   

CMY 
   

HSI 
   

CIE L*a*b 
   

HSV 
   

 
Table 3 

 
Test Stat GS RGB CMY HSI L*a*b HSV 

KMO  0.61 0.72 0.72 0.68 0.71 0.62 

BTS 

χ² 5779 20621 20621 20728 20133 18346 

df 21 210 210 210 210 210 

p <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 

 
 
 
 
 
 
 
 
 
 
 
 

TABLE 2. Channel division of color representations. 
Channel 1, Channel 2 and Channel 3 correspond to 

the color band of each color space.

As presented in Table 1, KMO coefficient was calcu-
lated; in all cases, the value was greater than 0.5. 
Bartlett's test was performed considering the parame-
ters of all images as input, presenting for each color 
space a significant p-value less than α= 0.05. Thus, the 
application of the PCA is adequate. The results of these 
tests are shown in Table 3.

TABLE 3. Results for Kaiser-Meyer-Olkin measure 
of sampling adequacy (KMO) and Bartlett’s test of 

sphericity (BTS). Chi-square (χ²), degrees of freedom 
(df), p value (p), statistic (stat) and grayscale (GS).

Tabla 1 
 

Sample MR VR SDR SR KR ErR EtR MG … EtG MB … EtB 

ALL_1_1 85.26 266.19 16.32 -0.22 0.71 0.02 0.74 42.10 … 0.59 103.07 … 0.62 

ALL_1_2 85.09 253.95 15.94 -0.48 0.07 0.02 0.74 42.70 … 0.59 105.67 … 0.63 

ALL_1_3 88.99 69.71 8.35 0.31 0.13 0.03 0.63 42.63 … 0.56 106.09 … 0.55 

…
 … … … … … … … … … … … … 

…
 

…
 … … … … … … … … … … … … 

…
 

MM_30_10 143.32 99.41 9.97 1.33 3.03 0.03 0.65 65.77 … 0.65 120.03 … 0.52 

MM_30_11 97.95 337.36 18.37 0.93 2.23 0.02 0.77 43.93 … 0.60 106.36 … 0.61 

MM_30_12 122.91 138.44 11.77 0.42 0.08 0.02 0.70 57.04 … 0.67 115.60 … 0.54 

 
Tabla 2 

 
Color System Channel 1 Channel 2 Channel 3 

Grayscale 
 

  

RGB 
   

CMY 
   

HSI 
   

CIE L*a*b 
   

HSV 
   

 
Table 3 

 
Test Stat GS RGB CMY HSI L*a*b HSV 

KMO  0.61 0.72 0.72 0.68 0.71 0.62 

BTS 

χ² 5779 20621 20621 20728 20133 18346 

df 21 210 210 210 210 210 

p <0.05 <0.05 <0.05 <0.05 <0.05 <0.05 

 
 
 
 
 
 
 
 
 
 
 
 

The summary of the PCA is shown in Table 4. The 
principal components were selected according to the 
total variance method, retaining at least 80% of the 
information of the original set of variables. In RGB, 
CMY, CIE L*a*b, and HSI spaces, 4 PCs were taken; in 
HSV, 5 PCs; and in grayscale, 2 PCs.

Table � 
 

C'%')�
S.ste&� �C� 0� Va)�

����
C,&��Va)�

����

�#�%$��!  
1 3.49 49.9 49.9 
2 2.73 38.9 

�
�

��� 

1 8.02 38.2 38.2 
2 5.95 28.3 66.5 
3 1.72 8.21 74.7 
4 1.46 6.94 
	���

�M� 

1 8.02 38.2 38.2 
2 5.95 28.3 66.5 
3 1.72 8.21 74.7 
4 1.46 6.94 
	���

��� 

1 6.42 30.6 30.6 
2 5.18 24.7 55.2 
3 4.00 19 74.3 
4 1.85 8.82 
��	�

��� 

1 7.53 35.9 35.9 
2 6.00 28.6 64.5 
3 2.04 9.71 74.2 
4 1.49 7.11 81.3 

��� 

1 5.82 27.7 27.7 
2 4.51 21.5 49.2 
3 3.11 14.8 64.0 
4 1.96 9.36 73.3 
5 1.83 8.71 

���

 
Table ��1 

 
Color 

System 
�C " Var 

��� 
C�m� 

Var ��� 

�#�%$��!  1 3.49 49.9 49.9 

2 2.73 38.9 

�
�

��� 1 8.02 38.2 38.2 

2 5.95 28.3 66.5 

3 1.72 8.21 74.7 

4 1.46 6.94 
	���

�M� 1 8.02 38.2 38.2 

2 5.95 28.3 66.5 

3 1.72 8.21 74.7 

4 1.46 6.94 
	���

��� 1 6.42 30.6 30.6 

2 5.18 24.7 55.2 

3 4.00 19 74.3 

4 1.85 8.82 
��	�

��� 1 7.53 35.9 35.9 

2 6.00 28.6 64.5 

3 2.04 9.71 74.2 

4 1.49 7.11 
	���

��� 1 5.82 27.7 27.7 

2 4.51 21.5 49.2 

3 3.11 14.8 64.0 

4 1.96 9.36 73.3 

5 1.83 8.71 

���

 
 

TABLE 4. Principal component analysis summary.
The percentage of cumulative variance (Cum. Var)

retained by the PC's are highlighted in blue. Principal 
component (PC), eigenvalue (λ), variance (Var).
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The results show that grayscale retains more infor-
mation in its first two components than the color 
spaces (see Table 4 data highlighted in blue). The CIE 
L*a*b space has the highest information loss of 81.3%.

A two-dimensional PCA space was projected for 
each color model considering the first two compo-
nents with the highest contribution, as shown in 
Figure 2. The upper and right coordinates (abscissa 
and ordinate axis for PC1 and PC2 loadings) show 
the degree of contribution to the principal compo-
nents. In these graphs, the black vectors called load-
ings represent the statistical descriptors. Charge 
vectors range is from -1 to 1. Charges close to |1| 
indicate that the variable strongly influences the 
principal component; those close to 0 denote a weak 
influence.

A coefficient greater than |0.5| is considered signifi-
cant to define a PC. For example, for Figure 1a corre-
sponding to grayscale PCA, the mean (M), skewness (S), 
kurtosis (K), and energy (Er) contribute most to PC1. 
Variance (V), standard deviation (SD), energy (Er) and 
entropy (Et) contribute most to PC2.

The angle between loadings is their correlation. 
Vectors with equal directions are positively correlated, 
and those with opposite directions are negatively cor-
related. If they present an angle of 90°, there is no 
correlation. The vertical and horizontal axes show the 
percentage of variability explained by the principal 
components. The points on the graph are the channel 
measurements of the color models. Cancer types are 
grouped in concentration ellipses, ALL cells in blue 
and MM cells in orange.

As shown in Figure 2, vector loadings differ between 
color representations, yet it is possible to establish a 
reliable prediction model because the loadings are sig-
nificant. Although the clusters of the two cancers 
overlap at some points in the two-dimensional PCA 

 
Table � 

 
�'� GS RGB CMY HSI L*a*b HSV 

1 86.6 89.7 89.7 87.6 95.9 92.8 

2 87.6 91.8 91.8 93.8 100.0 92.8 

3 86.6 90.7 90.7 84.5 93.8 86.6 

4 85.6 89.7 89.7 86.6 95.9 86.6 

5 88.7 95.9 95.9 93.8 96.9 93.8 

6 84.5 93.8 93.8 88.7 97.9 89.7 

7 84.5 88.7 88.7 80.4 96.9 86.6 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

34 78.4 92.8 92.8 89.7 95.9 87.6 

35 88.7 91.8 91.8 87.6 93.8 85.6 

µ 84.7 91.8 91.8 87.9 95.5 89.4 

 
Table � 

 
S',)"e �$ SS MS ��-a%,e (�-a%,e 

M"� ! 5 2436 487.2 54.12 <2 -16 

�##"# 204 1836 9.0   

 

TABLE 5. kNN Accuracy results for each color model. 
Data are in percentage. Grayscale (GS). Average (µ). 

space, a clear separation is visualized between the ALL 
and MM descriptors (Figure 2a to Figure 2f). The pre-
cision results when evaluating the predictive model 
using kNN are shown in Table 5. Each of the 35 sam-
ples was studied using a different random data set.

 A one-way ANOVA was then applied to compare the 
performance of each color model statistically. First, 
the normality of the residuals was tested using the 
Shapiro-Wilks test; the p-value = 0.0947 showed that 
they did follow normal behavior. Bartlett's test deter-
mined compliance with homogeneity of variance 
between treatments with a p-value of 0.2215, suggest-
ing no evidence of statistically significant variation 
between color representations for ANOVA.

The variance analysis revealed a significant differ-
ence between the color models with a p-value less 
than 0.05 (See Table 6).

TABLE 6. One-way ANOVA results. 
Sum of squares (SS), mean square (MS).
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�'� GS RGB CMY HSI L*a*b HSV 

1 86.6 89.7 89.7 87.6 95.9 92.8 

2 87.6 91.8 91.8 93.8 100.0 92.8 

3 86.6 90.7 90.7 84.5 93.8 86.6 

4 85.6 89.7 89.7 86.6 95.9 86.6 

5 88.7 95.9 95.9 93.8 96.9 93.8 

6 84.5 93.8 93.8 88.7 97.9 89.7 

7 84.5 88.7 88.7 80.4 96.9 86.6 

…
 

…
 

…
 

…
 

…
 

…
 

…
 

34 78.4 92.8 92.8 89.7 95.9 87.6 

35 88.7 91.8 91.8 87.6 93.8 85.6 

µ 84.7 91.8 91.8 87.9 95.5 89.4 

 
Table � 

 
S',)"e �$ SS MS ��-a%,e (�-a%,e 

M"� ! 5 2436 487.2 54.12 <2 -16 

�##"# 204 1836 9.0   
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FIGURE 2. PCA biplot for components 1 and 2. Grayscale is shown in a), RGB in b), CMY in c), HSI in d), CIE L*a*b in e), 
and HSV in f). Ellipses represent a concentration of the scores for each group set with 95% confidence boundaries. 

Mean (M), variance (V), standard deviation (SD), Skewness (S), energy (Er) and entropy (Et).

a) b)

c) d)

e) f)
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In Figure 3, the distribution of color representations 
exhibits a normal distribution; outliers are minimal. The 
whiskers in the box represent the boundaries of the pre-
cision samples drawn for each group. The red dot indi-
cates the mean accuracy of color representation. In gray-
scale was 84.7; in RGB, 91.8; in CMY, 91.8; in HSI, 87.9; in 
HSV, 89.4; and in CIE L*a*b, 95.5. The predictive model 
given by the characteristics of the CIE L*a*b color space 
obtained the highest accuracy, followed by the RGB and 
CMY spaces. Grayscale was the worst performer.

FIGURE 3. Anova results for each color model.

FIGURE 4. Tukey post hoc test pairwise comparison
plot. Extended lines in blue color show statistically 
significant differences between the pairs of means,

and extended lines in purple indicate that there is no 
statistical difference between the means.

The pairwise comparisons of means of the color mod-
els obtained by Tukey's test can be seen in Figure 4.

In the graph, the extended lines show the 95% confi-
dence intervals. Those crossing the 0 points indicate that 
there is no statistically significant difference between 
the pairs of means. The analysis revealed that there is no 
inequality between RGB and CMY spaces (p-value = 
1.00); and HSI and HSV spaces (p-value = 0.27408).

CONCLUSIONS
The use of machine learning and image processing 

methods play an important role in image analysis for 
prognosis and early detection of blood cancer. Research 
for leukemia image classification techniques has used 
color characteristics from RGB and HSV spaces [21] [30] [13] 

[19] [46], but other color models are rarely used.

This article presents a methodology to compare the 
accuracy of different color models to represent the 
characteristics of leukemia cells. Of the color spaces 
analyzed, the CIE L*a*b best described the two cancer 
types, ALL and MM, using color moments with an 
average accuracy of 95.52%. 

Compared to reference articles, the accuracy obtai-
ned in this study was superior to that of [36], which 
used RGB and grayscale space color and texture fea-
tures. The PCA and the KNN and SVM classifiers were 
used, obtaining an accuracy of 91.45% and 92.63%, 
respectively. 

Likewise, a better performance was obtained than [30], 
which used the color characteristics of the RGB space 
and compared six classifiers; KNN (80.7%), tree classi-
fier (75.8%), ANN (83.5%), logistic regression (82.4%), 
random forest (81.0%) and SVM (73.6%). The method 
proposed was similar to the studies [14] [19] in which the 
SVM classifier was used. In [14], the color characteris-
tics of the RGB, HSV, and CIE L*a*b spaces were used, 
reaching an accuracy of 95.28%, and in [19], texture 
characteristics of the grayscale were used, achieving 
an accuracy of 95%. The presented method has pro-
vided novel information on how color spaces can 
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influence the selection of features for image analysis 
of leukemic cells. Future research could extend the 
classification approach by considering other cancer 
types or subtypes, using other classifiers, or selecting 
different feature selection methods.
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ABSTRACT 
Deep learning (DL) techniques achieve high performance in the detection of illnesses in retina images, but the major-
ity of models are trained with di!erent databases for solving one speci"c task. Consequently, there are currently no 
solutions that can be used for the detection/segmentation of a variety of illnesses in the retina in a single model. This 
research uses Transfer Learning (TL) to take advantage of previous knowledge generated during model training of ill-
ness detection to segment lesions with encoder-decoder Convolutional Neural Networks (CNN), where the encoders 
are classical models like VGG-16 and ResNet50 or variants with attention modules. This shows that it is possible to 
use a general methodology using a single fundus image database for the detection/segmentation of a variety of reti-
nal diseases achieving state-of-the-art results. This model could be in practice more valuable since it can be trained 
with a more realistic database containing a broad spectrum of diseases to detect/segment illnesses without sacri"c-
ing performance. TL can help achieve fast convergence if the samples in the main task (Classi"cation) and sub-tasks 
(Segmentation) are similar. If this requirement is not ful"lled, the parameters start from scratch.
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RESUMEN 
Las técnicas de Deep Learning (DL) han demostrado un buen desempeño en la detección de anomalías en imágenes 
de retina, pero la mayoría de los modelos son entrenados en diferentes bases de datos para resolver una tarea en 
especí"co. Como consecuencia, actualmente no se cuenta con modelos que se puedan usar para la detección/seg-
mentación de varias lesiones o anomalías con un solo modelo. En este artículo, se utiliza Transfer Learning (TL) con 
la cual se aprovecha el conocimiento adquirido para determinar si una imagen de retina tiene o no una lesión. Con 
este conocimiento se segmenta la imagen utilizando una red neuronal convolucional (CNN), donde los encoders o 
extractores de características son modelos clásicos como VGG-16 y ResNet50 o variantes con módulos de atención. 
Se demuestra así, que es posible utilizar una metodología general con bases de datos de retina para la detección/
segmentación de lesiones en la retina alcanzando resultados como los que se muestran en el estado del arte. Este 
modelo puede ser entrenado con bases de datos más reales que contengan una gama de enfermedades para detectar/
segmentar sin sacri"car rendimiento. TL puede ayudar a conseguir una convergencia rápida del modelo si la base 
de datos principal (Clasi"cación) se parece a la base de datos de las tareas secundarias (Segmentación), si esto no se 
cumple los parámetros básicamente comienzan a ajustarse desde cero.

PALABRAS CLAVE: Transferencia de conocimiento, Codi!cador-decodi!cador, Imágenes de retina, Segmentación de lesiones, 
Aprendizaje profundo
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INTRODUCTION
The retina plays an essential role in vision since it 

transforms the received optical signals into electrical 
and transfers them to the brain. It provides a clear win-
dow to blood vessels and other essential parts of the 
neural tissue[1]. Since it is an extension of the brain, it 
could also indicate possible mental health conditions [1].

Ophthalmologists diagnose retinal diseases by identi-
fying specific signs on retinal images. Such signs could 
be related to diseases such as diabetes, diabetic retinop-
athy (DR), macular degeneration, glaucoma, and cardio-
vascular problems. Some of them are progressive and 
asymptomatic until advanced states [2]. Retinal image 
analysis turned into an essential matter in the medical 
area. Many kinds of research are being published to pro-
vide predictive information about many diseases even 
before clinical eye disease becomes detectable [3] [4].

Retinal disease detection has been widely studied 
using artificial intelligence (AI) methods, specifically 
machine learning (ML). The ML area has constantly 
grown in recent years because of the rapid increase in 
the performance of their methods [5]. They can detect 
if a retina presents DR and which grade of disease is [6], 
or the lesion location in the image by segmentation [7] 
[8]. Most approaches train the algorithms from scratch, 
meaning the model must learn the parameters with-
out a reference. 

This work presents a methodology using transfer learn-
ing (TL) to segment different lesions using prior knowl-
edge of what a lesion looks like in the retinal image 
using an encoder-decoder network and a variant of a 
traditional convolutional neural network (CNN) [9]. The 
model's output is an image highlighting the target pix-
els (commonly referred to as segmentation). The pro-
posed method uses the knowledge learned with a sim-
ple classification, whether an image has or not a lesion. 
Then, applying TL [10], a new model segmented three 
injuries: exudates, hemorrhages, or microaneurysm. 

This process reduces the training time significantly, and 
the pre-trained model is less susceptible to overfitting. 
It could be implemented in different tasks, for example, 
a classification of the anatomical parts or segmentation 
of different diseases like DR with retinal images. 

Contribution
1. The methodology helps to have a generalized 

model before focusing on a specific lesion or 
disease. 

2. Using a pre-trained model as an encoder in 
segmentation tasks with similar datasets reduces 
the training time and helps avoid overfitting.

Background
Retinal analysis is an area of much interest. It is not 

only used to know whether an eye has or not a disease 
but to segment areas of interest such as the optic disc, 
fovea area, veins, and arteries [11] [12] [13]. Those tasks have 
been evaluated with classical ML algorithms like sup-
port vector machines [14], or with more classic methods 
like mathematical morphological algorithms and naive 
Bayesian for image segmentation [15]. Classical algo-
rithms have attractive advantages because the models 
do not need many examples to perform well, which is a 
significant advantage since datasets are typically small.

Deep learning (DL) has been the preferred method to 
detect, classify, and segment medical images because 
of its power to generalize data; the only inconvenience 
is the need for many examples for model training. 
Lately, researchers have found new methods to con-
front this problem. Contributions like [16] generate 
patches of the images to increase the number of exam-
ples of retina datasets. Another example implements 
the superpixel algorithm to generate patches [17].

Most researchers focus on classifying a specific lesion 
[7] [18] [19] [20]. Others use pre-trained models of different 
datasets before starting the parameters fine-tuning. It 
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may help, but in many cases, the fine-tuning dataset is 
not similar to the pre-trained one, making it almost the 
same as if the training started from scratch [21]. Many 
researchers widely used datasets like IDRiD, Drive, 
CHASE-B, MESSIDOR, KAGGLE, and the papers focus 
are almost the same, detecting lesions [4] [22] [23] [24], clas-
sifying DR [6], or segmenting some anatomical parts [25], 
or injuries [26]. Nevertheless, the models are trained 
from scratch or using different pre-trained parameters 
in a different original dataset like IMAGENET.

Different DL models’ effort is to improve the metrics 
related to the task [22], but not many works try to 
improve the methodology to avoid starting it from 
scratch. Works like [27] [28] try to identify a relationship 
between the vessels caliber and cardiovascular risk 
problems; an example of exudates segmentation using 
variants of the classical UNET model [21], with almost 
the same idea [29], take the dataset and train a model 
from scratch to segment microaneurysms or some 
other lesions [24], that classify their presence or absence. 
All the models achieve high performance, but they 
will not achieve good results if we try to generalize for 
different lesions for a specific task.

Most researchers focused on segmenting anatomical 
areas such as the optic disk, macula [11], veins, and 
artery [30], training DL models from scratch. Other 
authors use TL with pre-trained models in a com-
pletely different dataset [8] that helps start, but the 
parameters need to fit the new dataset.

MATERIALS AND METHODS
This methodology consists of two principal stages: 

stage 1 trains DL models to classify whether or not a 
retinal image has a lesion, and in stage 2, the objective 
is to segment a specific lesion employing the knowl-
edge obtained in stage 1 using an encoder-decoder 
model. The proposed encoder-decoder model has the 
classifier model's feature extractor as its encoder, and 
therefore only training the decoder parameters to seg-

ment retinal lesions such as exudates, hemorrhages, or 
microaneurysms. However, this central idea could be 
applied to other diseases or segment anatomical parts. 

Preprocessing data
As we can see in Figure 1, the proposed methodology 

starts with image preprocessing, which increases the 
contrast and luminosity by equalizing the original 
images using CLAHE [31]. This treatment improves the 
contrast of some structures like red dots, vessels, and 
microaneurysms that are difficult to visualize. Then, a 
data augmentation process is applied to generate two 
new images of each example consisting of rotations, 
image slides, or zoom.

FIGURE 1. Methodology: 1) Preprocessing, 2) binary 
classification, where A is an image with a lesion and B 
is a healthy image, and 3) segmentation of injuries (A: 

exudates, B: microaneurysm, and C: hemorrhages).

Preprocessing Binary classification

Lesion segmentation

A

B

C

21

3

A B

The data sets used in stage 1 are the Messidor 1 [32], 
with 1054 images and Kaggle [33], with 36000. These 
data sets contain retinal images to classify DR grades. 
Our study uses them only to identify if an image has 
an injury, being a binary classification. We obtain 
100046 training images and 11116 validation images 
by applying the preprocessing step.
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The datasets used in stage 2 are 48 IDRiD [34] and 30 
E-Optha [35], images. These datasets have exudates, hem-
orrhages, and microaneurysm annotations to execute a 
pixel-to-pixel classification. This stage uses patches of 
(160, 160, 3) to train the encoder-decoder model, which 
means that original images are divided in order to in- 
crease the number of examples to 36840 images. Figure 
2 shows the two different sets of ima-ges used in stage 2.

FIGURE 2. Three different datasets are
used in stage 2. Each dataset has the original

images patches and their mask.

Images Mask MaskImages Images Mask

Exudates Hemorrhage Microaneurysm

Datasets

Stage 1
As previously described, the main objective of stage 1 is 

to generate the knowledge to identify whether the men-
tioned lesions appear or not in the image; it does not 
matter where they are located. The models used for clas-
sification are shown in Figure 3. These models are the 
VGG-16 [36], ResNet50 [37], VGG-16 CBAM and ResNet50 
CBAM. The last two models include CBAM [38], which 
pays attention to the channel and spatial axes. The mod-
els contain L2 regularizers [39], batch normalization layers 
[40], and dropouts [41], to prevent overfitting. The feature 
extractor of these models is used as an encoder in stage 
2. The model's input is a tensor of shape (1, 480, 480, 3).

Stage 2
In stage 1, our models classify only whether an image 

has a lesion or not. However, now we want to know the 
lesion position in the image. The segmentation task 

FIGURE 3. The four models were trained with the same hyperparameters: Adam optimizer, dropout, 
batch normalization, loss function, and activation functions.
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consists of locating the required object pixels in the 
image. For this, we use an encoder-decoder model, the 
most classical architecture for image segmentation 
using DL. The segmentation model is not generated 
from scratch; it uses the feature extractor of the classi-
fier model of stage 1 as the encoder. Typically, the 
proposed models in the literature are trained with 
random knowledge parameters meaning that the 

model must learn what feature extractor maps are 
helpful to classify the images correctly; it takes more 
training time and could be more challenging to achieve 
good results.

The segmentation models, shown in Figure 4, are 
trained to segment a specific lesion, but not all the 
parameters are trained.

FIGURE 4. The proposed encoder-decoder model to segment the patch images consists of the feature extractor 
of the classifiers models as the encoder, with a residual operation at the end of each block.

As we mentioned earlier, in stage 1, the encoder gen-
erates the knowledge to identify how a lesion looks, so 
it is unnecessary to train the encoder parameters 
again, so we freeze them. The decoder parameters are 
trained to separately identify exudates, hemorrhages, 
and microaneurysms. We use three different datasets, 
one for each injury.

Software and Hardware
The models presented in this work were implemented 

in python 3 with TensorFlow and Keras libraries. 
OpenCV was used in the preprocessing part.

The classification and segmentation stages were 
trained in Colab with a GPU accelerator. The code is 
available in https://github.com/MetaDown/RMIB-TL.

RESULTS AND DISCUSSION
We divide the results into two parts: the binary clas-

sification model and the segmentation task. The sec-
ond part has three different metrics for each injury 
(exudates, hemorrhages, and microaneurysm).

The classifier model obtains the metrics shown in 
Table 1.
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This model does not pretend to achieve the best per-
formance; the main task is to generate the knowledge 
to generalize how a lesion looks in the retinal images. 

TABLE 1. Binary classification results, 
showing whether an image has a lesion or not.Table 1 

 
Model Accuracy Recall Precision Training 

time 

VGG-16 87% 92% 80% 24 hrs. 

VGG-16 
CBAM 89% 81% 98% 26 hrs. 

RESNET 50 86.6% 80.3% 90% 16 hrs. 

RESNET 50 
CBAM 87.1% 82% 90.02% 18 hrs. 

 
  

The classifier model can detect if an image has or does 
not have a lesion, and it pays attention to the lesion's 
shape, color, or composition. The knowledge is trans-
ferred to the segmentation model to classify pixel by 
pixel, and then the output is rebuilt to get the original 
image shape. Figure 5 compares the model segmenta-
tion with the ground truth and the original input image 
to have a better idea of the results; the metrics could 
show high performance, but it is challenging to observe 
the actual result due to most of the image being black.

Table 2 shows the performance of the four models, 
which have similar values, but the sensibility is the 
lower value of all. The accuracy or AUC metric could be 

FIGURE 5. Exudates, hemorrhages, and microaneurysms segmentation results. Red pixels are false negatives, 
green pixels are false positives, yellow pixels represent true positives, and black pixels are true negatives.

misleading due to most of the pixels being black (No 
lesion presented). If we only pay attention to the accu-
racy or AUC metric, we are committing a mistake due 
to the pixel imbalance. We decide to compare the pre-
dictions directly with the ground truth to have a com-

plete idea of the model performance, as shown in fig-
ure 5. Microaneurysms are the most challenging 
lesions to segment; their shape and color could con-
fuse other anatomical landmarks and other injuries. 
Metrics presented in other microaneurysms segmen-
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TABLE 2. Metrics results with the validation data.Table � 
 

Aut�or 
Accuracy� 
A��� �� 
��	R� 

�ensiti ity ��eci�icity 

E31&$0's 

!-,( et al. 
"21# 

A%%1r$%4� 
96.38% 96.14% 97.14% 

 *s$',( 
et al. "42# 

A%%1r$%4� 
98.35% 98.40% 98.13% 

VGG-16 A%%1r$%4� 
98.1 % 88.12% 96.1 % 

VGG-16 
CBAM 

A%%1r$%4� 
98.23% 89.46% 94.09% 

RESNET 50 A%%1r$%4� 
98.09% 89.05% 96.05% 

RESNET 50 
CBAM 

A%%1r$%4� 
97.04% 89.5% 97.2% 

�'+-rrh$('s 

Gr*,s2', 
et al. "43# A�C� 89.4% 91.9% 91.4% 

A5*5 
et al. "19# 

�1 S%-r' 
72.25% 74% 70% 

VGG-16 A%%1r$%4� 
92.1 % 80.21% 94 % 

VGG-16 
CBAM 

A%%1r$%4� 
92.09% 81.4% 94.9% 

RESNET 50 A%%1r$%4� 
93.5% 81.6% 93.02% 

RESNET 50 
CBAM 

A%%1r$%4� 
93.6% 82.01% 95.03% 

M*%r-$,'1r4s+s 

�-,( 
et al. "18# A�C�   87 % 66.9 % - 

�-1 
et al. "29# 

A�C� 
99.99% 91.9% 93.6% 

VGG-16 A%%1r$%4� 
93.1 % 73.13% 95.1 % 

VGG-16 
CBAM 

A%%1r$%4� 
95.04% 74.6% 96.9% 

RESNET 50 A%%1r$%4� 
95.69% 70.1% 97.8% 

RESNET 50 
CBAM 

A%%1r$%4� 
96.2% 77.7% 98% 

 
 
 tation papers are high because the authors focused on 

improving the model in that specific task. Our pro-
posed methodology focused on generalizing the model 
to achieve fast convergence in whatever assignment 
implies retinal images.

The training time in the segmentation stage by lesion 
was about one epoch or 28 min, achieving the results 
shown previously We have excellent time training 
thanks to the TF applied in stage 1. The model doesn't 
need to fit the parameters from scratch.

If we only assess the segmenting accuracy, we could 
conclude that the metrics are very high. Nevertheless, 
this metric could be misleading since the imbalance 
present in retinal images is high. For example, the 
number of microaneurysms' pixels compared to the 
background pixels is very low. By showing the con-
trast between the actual and the predicted image, we 
can better understand the model's performance, 
Figure 5.

CONCLUSIONS
Training a model from scratch takes more time to fit 

the parameters until the excellent performance. TL is 
a powerful alternative to training models since it helps 
generalize faster than training from scratch.  In this 
paper, using the knowledge learned in a binary classi-
fication, we proved that it is possible to perform a spe-
cific task like segmentation. The single requirement is 
a similar dataset as the main problem to solve.

Public datasets with segmenting masks are very lim-
ited because of the effort involved in preparing a sin-
gle instance. This work proved that it is possible to 
take advantage of datasets created for detection/clas-
sification purposes to pre-train DL models to achieve 
better performance in segmentation tasks. The met-
rics achieved in our experiments are comparable to the 
state-of-the-art models and have the advantage of 
deploying a general methodology using a single fun-
dus image database for the detection/segmentation of 
various retinal diseases achieving state-of-the-art 
results. This model could be in practice more valuable 
since it can be trained with a more realistic database 
containing a broad spectrum of conditions to detect/
segment illnesses without sacrificing performance.
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Future work would be to apply the same methodol-
ogy presented in this work to the new architectures 
named Transformers, given that they require much 
more examples than CNN's, and tasks like medical 
image prediction or classification need a large number 
of samples, as we could see in the presented work. The 
advantage of the Transformers is the attention that its 
model could pay to some specific image regions, con-
verting the Transformers into a strong candidate to 
replace the conventional CNN's. But we can ask, could 
we apply TF from CNN to a Transformer achieving fast 
convergence?

AUTHOR CONTRIBUTIONS
R.O.F. conceptualized the project, collected, and 

gathered raw data, performed data curation, proposed 
software for modelling and the methodology to seg-

ment and classify the lesions, designed the software 
for the implementation of models for the analyses, and 
contributed to writing the original draft. S.T.A. con-
ceptualized the project, proposed software for model-
ling and the methodology to segment and classify the 
lesions and contributed to writing the original draft. 
J.C.P.O. performed data curation and contributed to 
the reviewing and editing of final version of the man-
uscript. A.T. proposed software for modelling and the 
methodology to segment and classify the lesions and 
contributed to the reviewing and editing of final ver-
sion of the manuscript. All authors reviewed and 
approved the final version of the manuscript.

ETHICAL STATEMENT
The databases used in this work are public; therefore, 

all ethical considerations are met.



REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA | VOL. 43 | NO. 2 | MAY - AUGUST 202262

REFERENCES

[1] Trucco E, MacGillivray T, Xu Y (eds). Computational Retinal Image 
Analysis [Internet]. Cambridge, United States: Elsevier; 2019. 481p. 
Available from: 
https://doi.org/10.1016/B978-0-08-102816-2.09994-9

[2]  Prado-Serrano A, Guido-Jiménez MA, Camas- Benítez JT. 
Prevalencia de retinopatía diabética en población mexicana. 
Rev Mex Oftalmol [Internet]. 2009; 83(5):261–266. Available: 
https://www.medigraphic.com/pdfs/revmexoft/rmo-2009/rmo095c.pdf

[3]  Ricci E, Perfetti R. Retinal Blood Vessel Segmentation Using Line 
Operators and Support Vector Classification. IEEE Trans Med 
Imaging [Internet]. 2007;26(10):1357-1365. Available from: 
https://doi.org/10.1109/TMI.2007.898551

[4]  Sarhan MH, Nasseri MA, Zapp D, Maier M, et al. Machine Learning 
Techniques for Ophthalmic Data Processing: A Review. IEEE J 
Biomed Health Inform [Internet]. 2020;24(12):3338–3350. Available 
from: http://dx.doi.org/10.1109/JBHI.2020.3012134

[5]  Ammu R, Sinha N. Small Segment Emphasized Performance 
Evaluation Metric for Medical Images. 2020 International 
Conference on Signal Processing and Communications (SPCOM) 
[Internet]. Bangalore : IEEE;2020; 1–5. Available from: 
http://dx.doi.org/10.1109/SPCOM50965.2020.9179617

[6]  Quellec G, Charrière K, Boudi Y, Cochener B, et al. Deep image 
mining for diabetic retinopathy screening. Med Image Anal 
[Internet]. 2017;39:178–193. Available from: 
https://doi.org/10.1016/j.media.2017.04.012

[7]  Zhang X, Thibault G, Decencière E, Marcotegui B, et al. Exudate 
detection in color retinal images for mass screening of diabetic 
retinopathy. Med Image Anal [Internet]. 2014;18(7):1026–1043. 
Available from: https://doi.org/10.1016/j.media.2014.05.004

[8]  Feng Z, Yang J, Yao L, Qiao Y, et al. Deep Retinal Image 
Segmentation: A FCN-Based Architecture with Short and Long Skip 
Connections for Retinal Image Segmentation. In: Liu D, Xie S, Li Y, 
Zhao D, et al. (eds). Neural Information Processing ICONIP 2017. 
Lecture Notes in Computer Science, vol. 10637 [Internet]. Cham: 
Springer; 2017; 713-722. Available from: 
https://doi.org/10.1007/978-3-319-70093-9_76

[9]  Ye JC, Sung WK. Understanding Geometry of Encoder-Decoder 
CNNs. 36th International Conference on Machine Learning, ICML 
2019 [Internet]. Long Beach: Proceedings of Machine Learning 
Research; 2019;97:12245–12254. Available from: 
https://proceedings.mlr.press/v97/ye19a.html

[10]  Tan C, Sun F, Kong T, Zhang W, et al. A Survey on Deep Transfer 
Learning. In: Manolopoulos Y, Hammer B, Iliadis L, Maglogiannis I 
(eds). Artificial Neural Networks and Machine Learning – ICANN 
2018. ICANN 2018. Lecture Notes in Computer Science [Internet]. 
Cham: Springer; 2018. 11041: 270–279. Available from: 
http://dx.doi.org/10.1007/978-3-030-01424-7_27

[11]  Tang S, Qi Z, Granley J, Beyeler M. U-Net with Hierarchical 
Bottleneck Attention for Landmark Detection in Fundus Images of 
the Degenerated Retina. In: Fu H, Garvin MK, MacGillivray T, Xu Y, 
et al (eds). Ophthalmic Medical Image Analysis. OMIA 2021. 
Lecture Notes in Computer Science [Internet]. Cham: Springer; 
2021. 12970:62–71. Available from: 
https://doi.org/10.1007/978-3-030-87000-3_7

[12]  Welikala RA, Foster PJ, Whincup PH, Rudnicka AR, et al. 
Automated arteriole and venule classification using deep learning 
for retinal images from the UK Biobank cohort. Comput Biol Med 
[Internet]. 2017;90:23–32. Available from: 
https://doi.org/10.1016/j.compbiomed.2017.09.005

[13]  Fraz MM, Rudnicka AR, Owen CG, Barman SA. Delineation of blood 
vessels in pediatric retinal images using decision trees-based 
ensemble classification. Int J Comput Assist Radiol Surg [Internet]. 
2014;9:795–811. Available from: 
https://doi.org/10.1007/s11548-013-0965-9

[14] Adel A, Soliman MM, Khalifa NEM, Mostafa K. Automatic 
Classification of Retinal Eye Diseases from Optical Coherence 
Tomography using Transfer Learning. 2020 16th International 
Computer Engineering Conference (ICENCO) [Internet]. Cairo: 
IEEE; 2020: 37–42. Available from: 
https://doi.org/10.1109/ICENCO49778.2020.9357324

[15]  Xiao Z, Adel M, Bourennane S. Bayesian Method with Spatial 
Constraint for Retinal Vessel Segmentation. Comput Math Methods 
Med [Internet].  2013:401413. Available from: 
https://doi.org/10.1155/2013/401413

[16]  Lam C, Yu C, Huang L, Rubin D. Retinal Lesion Detection with Deep 
Learning Using Image Patches. Invest Ophthalmol Vis Sci 
[Internet]. 2018;59(1):590–596. Available from: 
https://doi.org/10.1167/iovs.17-22721

[17]  Li Q, Feng B, Xie L, Liang P, et al. A Cross- Modality Learning 
Approach for Vessel Segmentation in Retinal Images. IEEE Trans 
Med Imaging [Internet]. 2016;35(1):109–118. Available from: 
https://doi.org/10.1109/TMI.2015.2457891 

[18]  Long S, Chen J, Hu A, Liu H, et al. Microaneurysms detection in 
color fundus images using machine learning based on directional 
local contrast. Biomed Eng Online [Internet]. 2020;19(1):21. 
Available from: https://doi.org/10.1186/s12938-020-00766-3

[19]  Aziz T, Ilesanmi AE, Charoenlarpnopparut C. Efficient and 
Accurate Hemorrhages Detection in Retinal Fundus Images Using 
Smart Window Features. Appl Sci [Internet]. 2021;11(14):6391. 
Available from: https://doi.org/10.3390/app11146391

[20]  Liu Q, Liu H, Zhao Y, Liang Y. Dual-Branch Network with Dual-
Sampling Modulated Dice Loss for Hard Exudate Segmentation in 
Colour Fundus Images. IEEE J Biomed Health Inform [Internet]. 
2022;26(3):1091-1102. Available from: 
https://doi.org/10.1109/jbhi.2021.3108169

[21]  Zong Y, Chen J, Yang L, Tao S, et al. U-net Based Method for 
Automatic Hard Exudates Segmentation in Fundus Images Using 
Inception Module and Residual Connection. IEEE Access [Internet]. 
2020;8:167225–35. Available from: 
http://dx.doi.org/10.1109/ACCESS.2020.3023273

[22]  Tan JH, Fujita H, Sivaprasad S, Bhandary SV, et al. Automated 
segmentation of exudates, haemorrhages, microaneurysms using 
single convolutional neural network. Inf Sci [Internet]. 
2017;420:66–76. Available from: 
https://doi.org/10.1016/j.ins.2017.08.050

[23]  Kou C, Li W, Yu Z, Yuan L. An Enhanced Residual U-Net for 
Microaneurysms and Exudates Segmentation in Fundus Images. 
IEEE Access [Internet]. 2020;8:185514–185525. Available from: 
http://dx.doi.org/10.1109/ACCESS.2020.3029117

https://doi.org/10.1016/B978-0-08-102816-2.09994-9


Rafael Ortiz-Feregrino et al. Retinal Lesion Segmentation Using Transfer Learning with an Encoder-Decoder CNN 63

[24]  Gondal WM, Köhler JM, Grzeszick R, Fink GA, et al. Weakly-
supervised localization of diabetic retinopathy lesions in retinal 
fundus images. 2017 IEEE International Conference on Image 
Processing (ICIP) [Internet]. Beijing: IEEE; 2017; 2069-2073. 
Available from: https://doi.org/10.1109/ICIP.2017.8296646

[25]  Joshi GD, Sivaswamy J, Krishnadas SR. Optic Disk and Cup 
Segmentation From Monocular Color Retinal Images for Glaucoma 
Assessment. IEEE Trans Med Imaging [Internet]. 2011;30(6):1192–
1205. Available from: https://doi.org/10.1109/TMI.2011.2106509

[26]  Harangi B, Antal B, Hajdu A. Automatic exudate detection with 
improved naïve-Bayes classifier. 2012 25th IEEE International 
Symposium on Computer- Based Medical Systems (CBMS) 
[Internet]. Rome: IEEE; 2012; 1-4. Available from: 
https://doi.org/10.1109/CBMS.2012.6266341

[27]  Cheung CY, Xu D, Cheng CY, Sabanayagam C, et al. A deep-learning 
system for the assessment of cardiovascular disease risk via the 
measurement of retinal-vessel caliber. Nat Biomed Eng [Internet]. 
2021;5(6):498–508. Available from: 
https://doi.org/10.1038/s41551-020-00626-4

[28]  Dai L, Wu L, Li H, Cai C, et al. A deep learning system for detecting 
diabetic retinopathy across the disease spectrum. Nat Commun 
[Internet]. 2021;12(1):3242. Available from: 
https://doi.org/10.1038/s41467-021-23458-5 

[29]  Kou C, Li W, Liang W, Yu Z, et al. Microaneurysms segmentation 
with a U-Net based on recurrent residual convolutional neural 
network. J Med Imaging [Internet]. 2019;6(2):025008. Available 
from: https://dx.doi.org/10.1117%2F1.JMI.6.2.025008

[30]  Xu X, Tan T, Xu F. An Improved U-Net Architecture for 
Simultaneous Arteriole and Venule Segmentation in Fundus Image. 
In: Nixon M, Mahmoodi S, Zwiggelaar R (eds). Medical Image 
Understanding and Analysis. MIUA 2018. Communications in 
Computer and Information Science [Internet]. Cham: Springer; 
2018; 333–340. Available from: 
https://doi.org/10.1007/978-3-319-95921-4_31

[31]  Yadav G, Maheshwari S, Agarwal A. Contrast limited adaptive 
histogram equalization based enhancement for real time video 
system. 2014 International Conference on Advances in Computing, 
Communications and Informatics (ICACCI) [Internet]. Delhi: IEEE; 
2014; 2392-2397. Available from: 
https://doi.org/10.1109/ICACCI.2014.6968381

[32]  Decencière E, Zhang X, Cazuguel G, Lay B, et al. Feedback on a 
publicly distributed image database: The Messidor database. Image 
Anal Stereol [Internet]. 2014;33(3):231. Available from: 
https://doi.org/10.5566/ias.1155

[33]  Kaggle. Diabetic Retinopathy Detection. [Internet] Kaggle. 2015. 
Available from: https://www.kaggle.com/c/diabetic-retinopathy-  
detection

[34]  Porwal P, Pachade S, Kamble R, Kokare M, et al. Indian Diabetic  
Retinopathy Image Dataset (IDRiD) [Internet]. IEEE Dataport; 
2018. Available from: https://dx.doi.org/10.21227/H25W98

[35]  Decencière E, Cazuguel G, Zhang X, Thibault G, et al. TeleOphta: 
Machine learning and image processing methods for 
teleophthalmology. IRBM [Internet]. 2013;34(2):196–203. Available 
from: https://doi.org/10.1016/j.irbm.2013.01.010 

[36]  Simonyan K, Zisserman A. Very deep convolutional networks for 
large-scale image recognition. In: Bengio Y, LeCun Y (eds). 3rd 
International Conference on Learning Representations, ICLR 2015 
[Internet]. San Diego: arXiv;2015; 1–14. Available from: 
https://doi.org/10.48550/arXiv.1409.1556

[37]  He K, Zhang X, Ren S, Sun J. Deep Residual Learning for Image 
Recognition. 2016 IEEE Conference on Computer Vision and 
Pattern Recognition (CVPR) [Internet]. Las Vegas: IEEE; 2016; 770-
778. Available from: https://doi.org/10.1109/CVPR.2016.90

[38]  Woo S, Park J, Lee JY, Kweon IS. CBAM: Convolutional Block 
Attention Module. In: Ferrari V, Hebert M, Sminchisescu C, Weiss Y 
(eds). Computer Vision – ECCV 2018. ECCV 2018. Lecture Notes in 
Computer Science [Internet]. Cham: Springer; 2018; 3–19. Available 
from: https://doi.org/10.1007/978-3-030-01234-2_1

[39]  Cortes C, Research G, Mohri M, Rostamizadeh A. L2 Regularization 
for Learning Kernels. 25th Conference on Uncertainty in Artificial 
Intelligence (UAI 2009) [Internet]. Montreal: Association for 
Uncertainty in Artificial Intelligence (AUAI); 2009; 109-116. Available 
from: https://dl.acm.org/doi/pdf/10.5555/1795114.1795128

[40]  Ioffe S, Szegedy C. Batch normalization: Accelerating deep network 
training by reducing internal covariate shift. In Proceedings of the 
32nd International Conference on International Conference on 
Machine Learning - Volume 37 (ICML&#39;15) [Internet]. Lille: 
JMLR; 2015; 448-456. Available from: 
http://proceedings.mlr.press/v37/ioffe15.pdf

[41]  Srivastava N, Hinton G, Krizhevsky A, Sutskever I, et al. Dropout: A 
Simple Way to Prevent Neural Networks from Overfitting. J Mach 
Learn Res [Internet]. 2014; 15(56):1929–1958. Available from: 
http://jmlr.org/papers/v15/srivastava14a.html 

[42]  Wisaeng K, Sa-Ngiamvibool W. Exudates Detection Using 
Morphology Mean Shift Algorithm in Retinal Images. IEEE Access 
[Internet]. 2019;7:11946–11958. Available from: 
http://dx.doi.org/10.1109/ACCESS.2018.2890426

[43]  van Grinsven MJJP, van Ginneken B, Hoyng CB, Theelen T, et al. 
Fast Convolutional Neural Network Training Using Selective Data 
Sampling: Application to Hemorrhage Detection in Color Fundus 
Images. IEEE Trans Med Imaging [Internet]. 
2016;35(5):1273–1284Available from: 
https://doi.org/10.1109/TMI.2016.2526689

https://www.kaggle.com/c/diabetic-retinopathy-detection%20
https://www.kaggle.com/c/diabetic-retinopathy-detection%20


VOL. 43 | NO. 2 | MAY - AUGUST 2022 | PP 64-77

RESEARCH ARTICLE

E-LOCATION ID: 1275dx.doi.org/10.17488/RMIB.43.2.5

ib

Secure Exchange of Medical Images Via Extended Visual Cryptography

Intercambio Seguro de Imágenes Médicas Mediante Criptografía Visual Extendida

Luis Angel Olvera-Martinez �, Manuel Cedillo-Hernandez A B, Carlos Adolfo Diaz-Rodriguez A, 
Enrique Tonatiuh Jimenez-Borgonio A
Instituto Politécnico Nacional, Escuela Superior de Ingeniería Mecánica y Eléctrica (ESIME), Unidad Culhuacán

ABSTRACT 
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RESUMEN 
La seguridad de imágenes médicas está incrementando su importancia para preservar la integridad y la con!dencia-
lidad de la información (datos médicos), frente a usuarios malintencionados dada su importancia en el diagnóstico 
oportuno y acertado. En este contexto, se han desarrollado varias técnicas para proteger las imágenes médicas, como 
el cifrado, la ocultación de datos, el etiquetado de imágenes, la aplicación de algoritmos Hash, etc. Este trabajo pro-
pone una técnica para cifrar imágenes médicas añadiendo los metadatos dentro de una imagen de cubierta, basada 
en la criptografía visual extendida, así como la inclusión de una función tipo Hash para comprobar la integridad de 
la imagen y los metadatos una vez estos sean recuperados. El método propuesto en este trabajo se implementa uti-
lizando imágenes médicas con una resolución en escala de grises de [0,4095] es decir una profundidad de 12 bits/
píxel e imágenes en color con 24 bits/píxel de profundidad. Los resultados experimentales demuestran la e!cacia 
del método propuesto en la tarea de transmisión segura de imágenes médicas permitiendo una mayor capacidad 
de ocultamiento, una menor distorsión en la calidad visual de la imagen con los datos médicos ocultos, así como un 
medio para comprobar la integridad de los datos enviados, en comparación con los artículos publicados.

PALABRAS CLAVE: Imágenes DICOM, criptografía visual, seguridad de la información, desplazamiento circular, sustitución de bits 
menos signi!cativos
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INTRODUCTION
The Digital Imaging and Communications in Medicine 
(DICOM) file is a standard [1] with which sundry medical 
equipment work to produce digital images. In general 
terms is the way in which the stewardship of medical 
files services are defined, including the electronic patient 
record (EPR). In this context, a DICOM file is composed 
by a data set of pixels with metadata at the header which 
relates the image with its respective EPR [2] [3] [4] [5]. In this 
way, the enhancement in technologies like telecom have 
leave us the growth of services based on DICOM files for 
medical images transmission throughout Picture 
Archiving and Communication Systems (PACS), which is 
a technology that complies the DICOM standard, also 
allows the creation of different applications such as tele-
medicine, the remotely diagnose, among others, open-
ing the possibility of give a better clinical analysis or 
treatment, in interest of the plan of patient’s care. Thus, 
during its lifetime, a medical image can be transmitted 
several times inside hospitals, or even, outside of them, 
however, this scenario can introduce some risks regard-
ing to the management and information security that 
must be mitigated because medical data are confidential 
[2] [3] [4] [5], and the conventional informatics security tools 
such as antivirus, cryptography tools or firewalls, to 
name a few, cannot solve all security issues of medical 
data. In this way, data hiding is a research field that has 
been widely proposed for improving the management 
and information security of medical imaging, conceal-
ing mainly binary data to create a trustworthy link 
between these data and the image.

So, it is important to ensure that the internet exchanged 
images correspond from their original images as a mali-
cious user can modify considerable evidence of a 
patient's condition when they are sent and change the 
outcome of the patient’s diagnosis as has been demon-
strated by Yisroel Mirsky [6]. He modified 2D and 3D 
medical images by means of a generative adversarial 
network (GAN) deep neural network. As result the 
altered images presented variation in tonalities.

To preserve their integrity, various methods or tech-
niques of cryptography [7] [8] [9] [10] 11], visual cryptogra-
phy and visual steganography have been developed, 
both of which are used to hide or protect the informa-
tion in the images.

Naor and Shamir [12], first proposed visual cryptogra-
phy to allow a user to share information through N 
shares of the secret image and its use has been 
extended to several applications [13], since it represents 
a simple and computationally uncomplicated way to 
exchange images. On the other hand, there are several 
techniques used for steganography of images where 
the information is hidden exclusively in the images, 
these techniques can be divided into two groups 
focused on the spatial or frequency domain [14] [15] [16] [17].

Cryptography differs from steganography in the sense 
that cryptography focuses on protecting the content of 
the information while steganography focuses on hiding 
the information. Both forms allow us to exchange infor-
mation securely, however neither is perfect and infor-
mation can be broken or compromised. There are several 
researchers who propose to implement both techniques 
allowing to protect and hide the information of an image 
to increase the security of conventional methods.

Vinothkanna [18], proposes to implement RSA cryptog-
raphy incorporated into steganography for files in mul-
tiple formats applied to images, to increase security to 
common stenographic methods. Thus, provides a 
highly secure transmission of information, to validate 
his proposal performs PSNR and SSIM tests, ensuring 
the efficiency of the method. On the other hand, Gupta 
Shailender and Ankur Goya [19], explain that the use of 
least significant bit (LSB) as a steganography method, 
in which the LSB of the image is supersede by a bit of 
the data, is susceptible to steganalysis. However, 
encrypting the data and hiding it in an image increases 
the security of the LSB method, with their proposed 
method concluded that it leads to an increase in execu-
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tion time, but the resulting level of security is worth it. 
Dhiman and Kasana [20], present two visual cryptogra-
phy techniques, in this process the secret image, the 
cover image and the resulting image have the same 
dimensions, the pixels selected from the cover image 
are replaced by pixels from the secret image, this 
allows the recovered image is the same as the original 
image. Back to previous work, Richa and Ashwani [21], 
proposed to expand the cover image to make the 
embedded pixels as imperceptible as possible, as well 
as increasing the security of the method by encrypting 
the pixel values of the secret image (medical image), 
which makes the recovery process more complex. 

Despite the above, there are several methods to improve 
security and, as mentioned above, steganography, cryp-
tography and hashing by themselves may not solve all 
issues related with the information security. However, 
the combination of these techniques could improve 
security, making it more difficult to retrieve information 
in an unauthorized way. Therefore, the following system 
is proposed, which is versatile to implement in real sce-
narios and allows the system to be secure. Using conven-
tional cryptographic techniques such as circular encryp-
tion and steganography techniques by substitution of 
the least significant bits to increase the security of both 
methods as proposed by Vinothkanna and Gupta.

Employing pixel replacement as proposed by Dhiman 
and Richa with the variant of considering a cover 
image, as well as an increase in information because 
the hidden image has grayscale bit-depth of 12 bits, 
averaging the replaced pixels to provide some degree 
of imperceptibility, and finally adding the metadata 
and providing a system to verify the integrity of the 
file received by a hash function.

Motivation and contribution
Although the DICOM file has several security stan-

dards, these standards do not guarantee that the infor-
mation it contains cannot be modified. Nowadays, 

visual cryptography has focused on protecting the 
image of the DICOM file obtaining relevant results; 
however, these proposals leave aside the information 
related to the image, therefore, a method is proposed 
to hide both the medical image and its respective 
metadata in a color cover image of the patient. 

The purpose is to briefly identify the user who owns 
the medical image, as well to allow the medical image 
to be hidden within an identification image so that it 
can be sent as a secure transmission media protecting 
the integrity of the hidden image. An important con-
tribution is related to the recovered medical image 
having the same bit depth as the original image, this is 
because the system allows working with medical 
images with a bit depth equal to or less than 12 bits 
regardless of whether the bit depth of the covered 
image is 24 bits/pixel.

On the other hand, the metadata contains informa-
tion that may be relevant to whoever performs a study 
on the image, as it contains both medical information 
and personal information that may be of use to the 
medical staff, as well as to ensure again that the 
retrieved DICOM file belongs to the person who appears 
in the cover image. Including an ID image as a cover 
image allows both medical institutions and physicians 
to verify immediately that the face of the person in the 
image corresponds to the person receiving the studies 
or being diagnosed is the same, thus allowing a 
study-patient linkage. 

MATERIALS AND METHODS
The DICOM file hiding process is shown in Figure 1, 

where the medical image and metadata are separated. 
The medical image is encrypted by the circular encryp-
tion method, two images and a key are obtained. The 
first image contains the four most significant bits, the 
second one the eight least significant bits. On the other 
hand, the cover image is splitted into its RGB channels, 
to hide the data.
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The obtained two images and the metadata are hid-
den into the RGB channels of the cover image, resulting 
in the entire DICOM file embedded into the cover ima-
gen. To validate the integrity of the DICOM file, it is 
retrieved to obtain its hash value and add it to the key.

The extraction process shown in Figure 2, retrieves 
the metadata the Most Significant Bits (MSB's) and 
Least Significant Bits (LSB's) images. Then, the images 

are joined and decrypted, reconstructed DICOM file 
adding the metadata and then compared with their 
hash function. The quality of the retrieved medical 
image is compared with the original, the results are 
shown in section “Simulation, analysis and results”. 

To have a better understanding of the methodology, 
the following subsections describe in greater detail 
each stage that makes up the proposal.

FIGURE 1. DICOM file embedding process.

FIGURE 2. DICOM file extraction process



REVISTA MEXICANA DE INGENIERÍA BIOMÉDICA | VOL. 43 | NO. 2 | MAY - AUGUST 202269

The encryption is described in subsection “Circular 
shift encryption”. The embedding of image with the 
remaining most significant bits is described in subsec-
tion “Embedded MSBs in cover image” and the leas 
significant bits in subsection “Embedded LSBs in 
image”, the embedding of metadata information in 
subsection “Embedded metadata”, obtaining the 
SHA256 of the resulting DICOM file in subsection 
“Digital signature”. Finally, the extraction process of 
medical image and metadata information in subsec-
tion “Extraction Procedure”.

Circular shift encryption
The circular Shift Encryption process shifts the col-

umns and rows n positions to right and down respec-
tively [22]. The number of shifts depends on certain 
values contained on a previously defined key. E.g., 
assuming a small key, which value is (2,3,0,1) applied 
to an (5*5) array; the following steps are showed:

1. The first digit (2) performs a circular right shift. 
2. The second digit (3) performs a circular down 

shift.
3. Steps 1 and 2 are looped until completing all 

digits 
4. If the digit is zero, no shift is performed. Show 

Figure 3.

The key is pre-computed through a series of random 
numbers stored in a one-dimensional array, the length 
of the array corresponds to the width of the cover 
image, and the maximum number stored corresponds 
to the maximum value of the dimensions of the cover 
image.

It is important to assume that the maximum depth of 
the medical image is 12 bits, with the selected image, 
the circular encryption process is performed. The 
resulting medical image is converted into two arrays 
(images) one of 4 bits most significant bits (MSB) and 
the other of least significant bits (LSB) 8bits.

FIGURE 3. Circular Shift Encryption.

Embedded MSBs in cover image
In order to embed an MSB array, we select a 3×3 pixel 

array of each RGB channel from the cover image. From 
each RGB arrays, 3 non-deterministic selected pixels 
will be used to embed the values of the MSB array as 
shown in Figure 4.

FIGURE 4. Pixel selection in channels RGB. 

The pixel values in the MSB group will be embedded by 
modifying the last 4 bits of the selected pixels in each of 
the RGB channels, as shown in Figure 5, where the first 
row of the MSB array was selected and the last 4 bits of 
the selected pixels in the RGB channels were replaced.
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FIGURE 5. Embedded MSBs in channels RGB.

Embedded LSBs in cover image
Same as the MSB embedding process, a 3×3 pixels 

array is selected for the LSB group. Then 3 non-deter-
ministically selected pixels of each RGB channels, 
excluding those pixels that were already modified 
previously, as shown in Figure 6.

FIGURE 6. Pixel selection in channels RGB.

The values of the LSBs are embedded by replacing 
them with the value of the selected pixels, then each 
value inserted is averaged with the neighboring pixels 
whose values have not been modified. Considering 
that the embedded LSBs pixels have a value within the 

range of 0 to 254, averaging makes the value be imper-
ceptible as well as being in the range of values allowed 
in the 8-bit cover image, as shown in Figure 7.

FIGURE 7. Embedded LSBs in channels RGB. 

Embedded metadata
The DICOM file's metadata are relevant, since may con-

tain patient ID information, the performed study; the 
medical equipment used; the medical institution infor-
mation; image characteristics such as color, model, 
dimensions, bit resolution, etc. Therefore, it is crucial 
select the data that may be helpfully for the diagnosis.

For this proposal, selected data include ID data and 
data on the study performed, to be useful for the phy-
sician or medical institution.

Before performing the embedding, first an array of 
the same medical image dimensions is generated. The 
ni × mi position of the array will contain the ASCII 
value of each of the i - th letter information.

To embed the information, two pixels are selected at 
position ni, mj of each of the RGB channels. The 
selected pixels should not be those whose value has 
been changed during the embedding process of the 
medical image.

Each letter has an 8 bits assigned in the ASCII code. 
Therefore, the process modifies the last 4 bits of the 
selected pixels in the position ni, mj of the cover image. 
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There must be 2 pixels in the position ni, mj whose 
value had not been modified in the RGB channels, this 
ensures to hide a letter of the metadata in that position 
for the RGB channels. Modifying the last 4 bits of the 
cover image allows to preserve an imperceptibility at 
the moment of viewing the image.

Digital Signature
After the reconstruction of the DICOM file, it must be 

verified to make sure that it has not been altered. To 
verify the information's integrity, it is proposed to use 
the Secure Hash Algorithm (SHA-256) [23], of the sent file. 
Once the hash has been calculated, the hash is compared 
with hash that was received, as is shown in Figure 8.

In the process of reconstructing the DICOM file by the 
receiver, the SHA256 of the received file is recalculated 
and compared with the signature of the key file. 

The objective of this process is to ensure that the 
reconstructed file was not modified by an external per-
son, if the result of the comparison of both hashes 
match, it can be concluded that the DICOM file sent and 
the one obtained by the receiver are the same. In case of 
a function comparison mismatch, the received file 
should be discarded, which means that has been altered.

Extraction procedure
Once the cover image is received, the process to recon-

struct the DICOM file starts. The steps for the extraction 
procedure are given below and show in Figure 2.

1. For every cover image’s RBG channel, LSBs and 
MSBs images are extracted.

2. Both images are combined according to the 
position of the MSBs and LSBs.

3. The resulting image is decrypted with the key.
4. Metadata is extracted from the cover image.
5. The DICOM file is reconstructed with the 

metadata and the resulting medical image.

RESULTS AND DISCUSSION
The proposed method was tested in MATLAB, in a 16 

GB RAM machine and 3Ghz processor. The tests were 
performed using a set of 10 MRI images consisting of 2 
body parts, side view of the head and brain, with a 
depth of 12 bits or a maximum hue level of 4095. The 
images in Figure 9, constitute the set of medical images 
corresponds to a dataset provided by Instituto Mexicano 
del Seguro Social (IMSS) for research purposes.

FIGURE 9. DICOM medical images used in the experiment.

FIGURE8. Obtaining hash value for validation. 
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On the other hand, the patient identification images 
used as cover images, have different background col-
ors, clothing, as well as different skin and hair tones, 
shown in Figure 10 (a). The images used in this process 
are 255x255. 

FIGURE 10. (a) Cover images, (b) Resulting cover 
images with only embedded DICOM image, (c) Resulting 

cover image with DICOM imagen and metadata. 

The dimensions of the test images are multiples of 3, 
in case both images are not multiples of 3, both images 
are analyzed to eliminate those rows and/or columns 
that contain little or no relevant information in order 
not to distort both images.

The medical image of dimensions 255x255 with a 
depth of 12 bits contains approximately 780,300 bits 
as shown:

(1)255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255𝑥𝑥255𝑥𝑥8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ𝑥𝑥3(𝑅𝑅𝑅𝑅𝐵𝐵) = 1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏	/3(𝑅𝑅𝑅𝑅𝐵𝐵) = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏		 

 

255	𝑥𝑥	255	𝑥𝑥	8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255	𝑥𝑥	255	𝑥𝑥	4	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 260,100	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 
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While the color cover image with the same dimen-
sions and a depth of 8 bits in each of the RGB channels 
contains 1,560,600 bits as shown below:

(2)

255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255𝑥𝑥255𝑥𝑥8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ𝑥𝑥3(𝑅𝑅𝑅𝑅𝐵𝐵) = 1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏	/3(𝑅𝑅𝑅𝑅𝐵𝐵) = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏		 

 

255	𝑥𝑥	255	𝑥𝑥	8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255	𝑥𝑥	255	𝑥𝑥	4	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 260,100	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 = 10 log(𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙
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It can be concluded that the cover image has the 
capacity to store the medical image as well as the 
respective metadata.

From the test DICOM file, the medical image is 
extracted to begin the image and metadata embedding 
process, as is described in section “Proposed method-
ology”. After the encryption, the image is shown in 
Figure 11.

FIGURE11. Encrypted medical image. 

Then is converted to a 12-bit image and splitted into 
two images with a resolution of 8 bits and 4 bits the 
resulting images are shown in Figure 12, respectively.

 
(a)                                       (b) 

 
FIGURE12. (a) Image with the 8 LSBs 

and (b) image with the 4 MSBs
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With both resulting images, the embedding process is 
performed. Since in the MSB process the values of cer-
tain pixels are modified and in the LSB embedding 
process, the adjacent pixels of which some pixels were 
previously modified are considered, this order allows 
the hue level of the recovered pixel be like the original 
pixel and the changes made in the patient identifica-
tion image to be less visible. The resulting image of the 
patient once the embedded process was performed 
shows in Figure 10 (b).

In the LSB embedding process, it is considered that 
one third of the cover image will be modified, so cal-
culating the number of bits to be modified, the follow-
ing result is obtained:

(3)

255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255𝑥𝑥255𝑥𝑥8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ𝑥𝑥3(𝑅𝑅𝑅𝑅𝐵𝐵) = 1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏	/3(𝑅𝑅𝑅𝑅𝐵𝐵) = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏		 

 

255	𝑥𝑥	255	𝑥𝑥	8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255	𝑥𝑥	255	𝑥𝑥	4	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 260,100	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 = 10 log(𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙
!

𝑀𝑀𝑃𝑃𝑀𝑀 	) 

 

𝑀𝑀𝑃𝑃𝑀𝑀 = 1
𝑀𝑀𝑃𝑃H H [𝑔𝑔K(𝑛𝑛,𝑚𝑚) − 𝑔𝑔(𝑛𝑛,𝑚𝑚)]!

"

#$%

&

'$(
 

 

𝑃𝑃𝑃𝑃𝑆𝑆𝑀𝑀(𝑥𝑥, 𝑦𝑦) = 𝑓𝑓(𝑙𝑙(𝑥𝑥, 𝑦𝑦), 𝑐𝑐(𝑥𝑥, 𝑦𝑦), 𝑏𝑏(𝑥𝑥, 𝑦𝑦)) 

 

𝑙𝑙(𝑥𝑥, 𝑦𝑦) = 2𝜇𝜇)𝜇𝜇* + 𝐶𝐶%
𝜇𝜇)!+𝜇𝜇*! + 𝐶𝐶%

			 

 

𝑐𝑐(𝑥𝑥, 𝑦𝑦) = 2𝜎𝜎)𝜎𝜎* + 𝐶𝐶!
𝜎𝜎)!+𝜎𝜎*! + 𝐶𝐶!

	 

 

𝑏𝑏(𝑥𝑥, 𝑦𝑦) = 𝜎𝜎)* + 𝐶𝐶+
𝜎𝜎)𝜎𝜎* + 𝐶𝐶+

 

 

 

 

 

 

 

 

On the other hand, if we calculate the number of bits 
contained in the LSB image, we obtain the following 
result:

(4)

255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255𝑥𝑥255𝑥𝑥8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ𝑥𝑥3(𝑅𝑅𝑅𝑅𝐵𝐵) = 1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏	/3(𝑅𝑅𝑅𝑅𝐵𝐵) = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏		 

 

255	𝑥𝑥	255	𝑥𝑥	8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255	𝑥𝑥	255	𝑥𝑥	4	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 260,100	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 = 10 log(𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙
!

𝑀𝑀𝑃𝑃𝑀𝑀 	) 

 

𝑀𝑀𝑃𝑃𝑀𝑀 = 1
𝑀𝑀𝑃𝑃H H [𝑔𝑔K(𝑛𝑛,𝑚𝑚) − 𝑔𝑔(𝑛𝑛,𝑚𝑚)]!

"

#$%

&

'$(
 

 

𝑃𝑃𝑃𝑃𝑆𝑆𝑀𝑀(𝑥𝑥, 𝑦𝑦) = 𝑓𝑓(𝑙𝑙(𝑥𝑥, 𝑦𝑦), 𝑐𝑐(𝑥𝑥, 𝑦𝑦), 𝑏𝑏(𝑥𝑥, 𝑦𝑦)) 

 

𝑙𝑙(𝑥𝑥, 𝑦𝑦) = 2𝜇𝜇)𝜇𝜇* + 𝐶𝐶%
𝜇𝜇)!+𝜇𝜇*! + 𝐶𝐶%

			 

 

𝑐𝑐(𝑥𝑥, 𝑦𝑦) = 2𝜎𝜎)𝜎𝜎* + 𝐶𝐶!
𝜎𝜎)!+𝜎𝜎*! + 𝐶𝐶!

	 

 

𝑏𝑏(𝑥𝑥, 𝑦𝑦) = 𝜎𝜎)* + 𝐶𝐶+
𝜎𝜎)𝜎𝜎* + 𝐶𝐶+

 

 

 

 

 

 

 

 

As can be observed, the space available in the cover 
image coincides with the space used to hide the bits in 
the LSB image. From the MSB embedding process, if 
we calculate the number of bits in the MSB image, we 
obtain the following result:

(5)

255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255𝑥𝑥255𝑥𝑥8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ𝑥𝑥3(𝑅𝑅𝑅𝑅𝐵𝐵) = 1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏	/3(𝑅𝑅𝑅𝑅𝐵𝐵) = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏		 

 

255	𝑥𝑥	255	𝑥𝑥	8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255	𝑥𝑥	255	𝑥𝑥	4	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 260,100	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 = 10 log(𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙
!

𝑀𝑀𝑃𝑃𝑀𝑀 	) 

 

𝑀𝑀𝑃𝑃𝑀𝑀 = 1
𝑀𝑀𝑃𝑃H H [𝑔𝑔K(𝑛𝑛,𝑚𝑚) − 𝑔𝑔(𝑛𝑛,𝑚𝑚)]!

"

#$%

&

'$(
 

 

𝑃𝑃𝑃𝑃𝑆𝑆𝑀𝑀(𝑥𝑥, 𝑦𝑦) = 𝑓𝑓(𝑙𝑙(𝑥𝑥, 𝑦𝑦), 𝑐𝑐(𝑥𝑥, 𝑦𝑦), 𝑏𝑏(𝑥𝑥, 𝑦𝑦)) 

 

𝑙𝑙(𝑥𝑥, 𝑦𝑦) = 2𝜇𝜇)𝜇𝜇* + 𝐶𝐶%
𝜇𝜇)!+𝜇𝜇*! + 𝐶𝐶%

			 

 

𝑐𝑐(𝑥𝑥, 𝑦𝑦) = 2𝜎𝜎)𝜎𝜎* + 𝐶𝐶!
𝜎𝜎)!+𝜎𝜎*! + 𝐶𝐶!

	 

 

𝑏𝑏(𝑥𝑥, 𝑦𝑦) = 𝜎𝜎)* + 𝐶𝐶+
𝜎𝜎)𝜎𝜎* + 𝐶𝐶+

 

 

 

 

 

 

 

 

Adding the values of (4) and (5) gives the number of 
bits to be hidden calculated as (1), so there is no loss of 
bits.

 As is previously mentioned, the DICOM for-
mats contain a diverse collection of data from which it 
will be select the crucial data needed a correct diag-
nosed, Table 1, shows the selected data in the test 
DICOM file.

TABLE 1. Selected data.Table 1 
 

DICOM 
metadata field Type 

Format CHAR 
Width INT 
Height INT 

Bit Depth INT 
Color Type CHAR 
Study Date INT 

Accession Number INT 
Modality CHAR 

Study Description CHAR 
Code Meaning CHAR 

Resolution Factor CHAR 
Private Creator CHAR 
Manufacturer INT 

Institution Name INT 
Name CHAR 

Last Name CHAR 
Patient ID INT 

Patient Birthday INT 
Patient Sex CHAR 
Image Text CHAR 

 
Table 2 

 
 PSNR SSIM 

Cover Image 1 94.6233 0.9876 

Cover Image 2 94.600 0.9875 

 
Table 3 

 
DICOM 

images ID PSNR SSIM 

1 94.6233 0.9876 
2 94.5824 0.9843 
3 94.5699 0.9867 
4 86.5022 0.9898 
5 89.7878 0.9884 
6 86.4916 0.9896 
7 92.3604 0.9885 
8 89.7604 0.9876 
9 92.3575 0.9891 

10 86.9698 0.9874 
Average 90.8005 0.9879 

DICOM images ID PSNR SSIM 

 
 
 
 
 

With the selected data the array is generated, with 
n×m dimensions like the cover image where in the 
position ni, mj it will contain a character, corresponding 
to the data. Once the array is filled, the data is inserted 
in the cover image as indicated section “Embedded 
metadata”. The resulting image is shown in Figure 10 
(c). Once the DICOM file embedding process is finished, 
the resulting image is sent to the receiver, who then 
extracts the medical image as well as the metadata and 
reconstructs the DICOM file, calculates its SHA256 
value and extracts the one contained in the key, com-
pares both values to verify that the file preserves its 
integrity and was unmodified during its sending.

After verifying the integrity of the DICOM file, the 
similarity as also the quality of the recovered image 
with respect to the original medical image is deter-
mined by Peak Signal to Noise Ratio (PSNR) and 
Similarity Index Metrix (SSIM) tests [24], the original 
medical image and the recovered image are shown in 
Figure 13.
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(a) Original medical image. 

 
(b) Reconstructed medical image. 

 
FIGURE 13. Original medical image 

and resulting medical image.

PSNR test is measure of reconstruction quality of an 
image, if the calculated value for PSNR is high or tends 
to infinity it is concluded that the image recovered 
quality is similar compared

PSNR calculates the image quality ratio between the 
signal power and the distorting noise. This ratio is in 
decibels and the equation is expressed as [21]:

(6)

255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255𝑥𝑥255𝑥𝑥8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ𝑥𝑥3(𝑅𝑅𝑅𝑅𝐵𝐵) = 1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏	/3(𝑅𝑅𝑅𝑅𝐵𝐵) = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏		 

 

255	𝑥𝑥	255	𝑥𝑥	8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255	𝑥𝑥	255	𝑥𝑥	4	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 260,100	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 = 10 log(𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙
!

𝑀𝑀𝑃𝑃𝑀𝑀 	) 

 

𝑀𝑀𝑃𝑃𝑀𝑀 = 1
𝑀𝑀𝑃𝑃H H [𝑔𝑔K(𝑛𝑛,𝑚𝑚) − 𝑔𝑔(𝑛𝑛,𝑚𝑚)]!

"

#$%

&

'$(
 

 

𝑃𝑃𝑃𝑃𝑆𝑆𝑀𝑀(𝑥𝑥, 𝑦𝑦) = 𝑓𝑓(𝑙𝑙(𝑥𝑥, 𝑦𝑦), 𝑐𝑐(𝑥𝑥, 𝑦𝑦), 𝑏𝑏(𝑥𝑥, 𝑦𝑦)) 

 

𝑙𝑙(𝑥𝑥, 𝑦𝑦) = 2𝜇𝜇)𝜇𝜇* + 𝐶𝐶%
𝜇𝜇)!+𝜇𝜇*! + 𝐶𝐶%

			 

 

𝑐𝑐(𝑥𝑥, 𝑦𝑦) = 2𝜎𝜎)𝜎𝜎* + 𝐶𝐶!
𝜎𝜎)!+𝜎𝜎*! + 𝐶𝐶!

	 

 

𝑏𝑏(𝑥𝑥, 𝑦𝑦) = 𝜎𝜎)* + 𝐶𝐶+
𝜎𝜎)𝜎𝜎* + 𝐶𝐶+

 

 

 

 

 

 

 

 

From (6) peakval (Peak Value) is the maximum pixel 
value of the image, if it is an 8-bit image, the maxi-
mum value is 255, and MSE is the Mean Square Error 
defined as follow:

(7)

255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255𝑥𝑥255𝑥𝑥8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ𝑥𝑥3(𝑅𝑅𝑅𝑅𝐵𝐵) = 1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

1,560,600	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏	/3(𝑅𝑅𝑅𝑅𝐵𝐵) = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏		 

 

255	𝑥𝑥	255	𝑥𝑥	8	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 520,200	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

255	𝑥𝑥	255	𝑥𝑥	4	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 260,100	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 

 

𝑃𝑃𝑃𝑃𝑃𝑃𝑅𝑅 = 10 log(𝑑𝑑𝑑𝑑𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑝𝑙𝑙
!

𝑀𝑀𝑃𝑃𝑀𝑀 	) 

 

𝑀𝑀𝑃𝑃𝑀𝑀 = 1
𝑀𝑀𝑃𝑃H H [𝑔𝑔K(𝑛𝑛,𝑚𝑚) − 𝑔𝑔(𝑛𝑛,𝑚𝑚)]!

"

#$%

&

'$(
 

 

𝑃𝑃𝑃𝑃𝑆𝑆𝑀𝑀(𝑥𝑥, 𝑦𝑦) = 𝑓𝑓(𝑙𝑙(𝑥𝑥, 𝑦𝑦), 𝑐𝑐(𝑥𝑥, 𝑦𝑦), 𝑏𝑏(𝑥𝑥, 𝑦𝑦)) 

 

𝑙𝑙(𝑥𝑥, 𝑦𝑦) = 2𝜇𝜇)𝜇𝜇* + 𝐶𝐶%
𝜇𝜇)!+𝜇𝜇*! + 𝐶𝐶%

			 

 

𝑐𝑐(𝑥𝑥, 𝑦𝑦) = 2𝜎𝜎)𝜎𝜎* + 𝐶𝐶!
𝜎𝜎)!+𝜎𝜎*! + 𝐶𝐶!

	 

 

𝑏𝑏(𝑥𝑥, 𝑦𝑦) = 𝜎𝜎)* + 𝐶𝐶+
𝜎𝜎)𝜎𝜎* + 𝐶𝐶+

 

 

 

 

 

 

 

 

On the other hand, the SSIM [25] [26] is used to measure 
the similarity between two images with respect to 3 
factors which can be expressed as:

(8)

255	𝑥𝑥	255	𝑥𝑥	12	𝐵𝐵𝐵𝐵𝐵𝐵	𝑑𝑑𝑑𝑑𝑑𝑑𝐵𝐵ℎ	 = 780,300	𝑏𝑏𝐵𝐵𝐵𝐵𝑏𝑏 
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from which:

l is the brightness between two images 
comparation

c is the contrast distortion, which differs the 
brightest and darkest ranges

s is the correlation loss, it compares the pattern 
of local luminance

The luminescence distortion, contrast distortion and 
correlation loss can be expressed separately as:
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If the value of SSIM is close to 1 it is concluded that 
the original image and the recovered image are struc-
turally similar.

The results obtained by implementing the proposed 
method are shown in Table 2.

TABLE 2. Imperceptibility results.

Table 1 
 

DICOM 
metadata field Type 

Format CHAR 
Width INT 
Height INT 

Bit Depth INT 
Color Type CHAR 
Study Date INT 

Accession Number INT 
Modality CHAR 

Study Description CHAR 
Code Meaning CHAR 

Resolution Factor CHAR 
Private Creator CHAR 
Manufacturer INT 

Institution Name INT 
Name CHAR 

Last Name CHAR 
Patient ID INT 

Patient Birthday INT 
Patient Sex CHAR 
Image Text CHAR 

 
Table 2 

 
 PSNR SSIM 

Cover Image 1 94.6233 0.9876 

Cover Image 2 94.600 0.9875 

 
Table 3 

 
DICOM 

images ID PSNR SSIM 

1 94.6233 0.9876 
2 94.5824 0.9843 
3 94.5699 0.9867 
4 86.5022 0.9898 
5 89.7878 0.9884 
6 86.4916 0.9896 
7 92.3604 0.9885 
8 89.7604 0.9876 
9 92.3575 0.9891 

10 86.9698 0.9874 
Average 90.8005 0.9879 

DICOM images ID PSNR SSIM 
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The proposed method was applied to the rest of the 
medical images using only the cover image 1, the 
PSNR and SSIM tests were performed, the values 
obtained are shown in Table 3.

TABLE 3. Visual quality results in terms of PSNR and SSIM.

Table 1 
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Width INT 
Height INT 

Bit Depth INT 
Color Type CHAR 
Study Date INT 

Accession Number INT 
Modality CHAR 

Study Description CHAR 
Code Meaning CHAR 

Resolution Factor CHAR 
Private Creator CHAR 
Manufacturer INT 

Institution Name INT 
Name CHAR 

Last Name CHAR 
Patient ID INT 

Patient Birthday INT 
Patient Sex CHAR 
Image Text CHAR 
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Table 3 

 
DICOM 

images ID PSNR SSIM 

1 94.6233 0.9876 
2 94.5824 0.9843 
3 94.5699 0.9867 
4 86.5022 0.9898 
5 89.7878 0.9884 
6 86.4916 0.9896 
7 92.3604 0.9885 
8 89.7604 0.9876 
9 92.3575 0.9891 

10 86.9698 0.9874 
Average 90.8005 0.9879 

DICOM images ID PSNR SSIM 

 
 
 
 
 

In the same way, Figure 14, shows some results of the 
tests performed, on the left the original images and on 
the right the reconstructed images, where at first sight 
they do not present any alteration now of being recov-
ered by the receiver.

Table 4, compares the PSNR obtained from the origi-
nal medical image and the encrypted image with the 
results obtained by implementing the proposal of Richa 
and Ashwani [16]. In this case, a minimum value of PSNR 
is expected since it ensures that the original medical 
image and the encrypted image are no correlated and 
as can be appreciated our results obtain lower values, 
inferring that the correlation between the two images 
is lower with the results previously published.

Although Richa only evaluates in terms of PSNR, 
based on the contributions presented here, it is possi-
ble to have a very detailed comparison of the processes 
performed, for example, Richa considers medical 
images with a depth of 8 bits and 3 cover images, 
expanding them to have a greater hiding capacity. On 

FIGURE 14. Results obtained.

Table 
 
 

DICOM 
Image ID P��p�sed met��d Ri
�a [21] 

1 56.1543 56.4547 
2 56.0163 56.2816 
3 56.4283 56.6693 
4 52.4912 52.6509 
5 52.3014 52.4326 
6 51.4581 51.5942 
7 51.0167 51.2845 
8 50.6105 50.8029 
9 50.0141 50.1966 

10 50.8472 50.9351 

 

TABLE 4. PSNR (dB) of original images vs encrypted image.

the other hand, the methodology proposed in this 
paper allows hiding medical images up to a bit depth of 
12 bits and adding the metadata, only one cover image 
is considered without expanding it and finally a way to 
verify the integrity of the file sent by a HASH function 
is included, adding value to the results obtained.
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CONCLUSIONS
The proposal provides a way to embed a medical 

image, as well as its respective metadata in the RGB 
channels in an identification patient’s image. Allowing 
medical institutions securely share the DICOM file to 
preserve its integrity. For this purpose, stenographic 
and cryptographic techniques were combined, which 
proves to increase the security of conventional meth-
ods as supported in the previous research, making 
tough the information retrieval by malicious users.

On the other hand, the proposed method allows 
working with medical images with a bit-depth of more 
than 8 bits/pixel and incorporates the metadata, allow-
ing a greater capacity to hide data within the color 
image, compared to the methods already proposed, 
because these methods only work with medical images 
with a bit-depth of 8 bits/pixel and without consider-
ing the metadata hiding.

The fact of using an ID image allows the medical 
institutions in responsible for delivering and evaluat-
ing the medical images to verify at a naked eye that the 
face of the person in the ID image corresponds to the 
actual patient receiving the studies, thus allowing the 
study-patient linkage.

Finally, experimental results prove that the proposed 
methodology allows the resulting image (ID image 
with the hidden medical data) in comparison with the 
original image, to have changes in tonalities that are 
the least perceptible to the human eye, in addition to 

providing an outstanding level of medical image recov-
ery in terms of visual quality and similarity as demon-
strated in the resulting PSNR and SSIM tests.

As part of future work this methodology is proposed 
to be applied to other color models to increase the level 
of security and to make it more difficult to obtain the 
data embedded in the cover image as well as to 
improve the resulting visual quality. On the other 
hand, it is considered to implement it in other medical 
imaging modalities as well as its application to 3D 
medical imaging.
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